
STACKING UV-SELECTED LYMAN-BREAK

GALAXIES IN THE ALMA FRONTIER FIELDS

Rodrigo Alonso Carvajal Pizarro



FACULTAD DE FÍSICA

INSTITUTO DE ASTROFÍSICA

STACKING UV-SELECTED LYMAN-BREAK

GALAXIES IN THE ALMA FRONTIER

FIELDS

BY

RODRIGO ALONSO CARVAJAL PIZARRO

Thesis submitted to the Faculty of Physics at

Pontificia Universidad Católica de Chile in partial fulfillment

of the requirements for the degree of Master of Science in Astrophysics

Thesis Advisor

FRANZ E. BAUER

Santiago de Chile, March 2019

c© MMXIX, RODRIGO CARVAJAL



Se autoriza la reproducción total o parcial, con fines

académicos, por cualquier medio o procedimiento,

incluyendo la cita bibliográfica del documento.



FACULTAD DE FÍSICA

INSTITUTO DE ASTROFÍSICA

STACKING UV-SELECTED LYMAN-BREAK

GALAXIES IN THE ALMA FRONTIER

FIELDS

BY

RODRIGO ALONSO CARVAJAL PIZARRO

Members of the Committee

FRANZ E. BAUER (IA - PUC)

EZEQUIEL TREISTER (IA - PUC)

L. FELIPE BARRIENTOS (IA - PUC)

Santiago de Chile, March 2019

c© MMXIX, RODRIGO CARVAJAL



When I heard the learn’d astronomer,

When the proofs, the figures, were ranged in columns before me,

When I was shown the charts and diagrams, to add, divide, and measure them,

When I sitting heard the astronomer where he lectured with much applause in the lecture-room,

How soon unaccountable I became tired and sick,

Till rising and gliding out I wander’d off by myself,

In the mystical moist night-air, and from time to time,

Look’d up in perfect silence at the stars.

Walt Whitman - When I heard the Learn’d Astronomer - Leaves of Grass
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ABSTRACT
The Frontier Fields offer an exceptionally deep window into the high-redshift universe;

covering a substantially larger area than the Hubble Ultra-Deep field at lowmagnification and
probing 1–2 mags deeper in exceptional high magnification regions. This unique parameter
space, coupled with the exceptional multi-wavelength ancillary data, can allow useful insights
into distant galaxy populations.

We leverage ALMA band 6 (≈263GHz) mosaics in the central portions of five Frontier
Fields to characterise the IR properties of 1821 UV-selected Lyman-Break Galaxies (LBGs)
at redshifts of z∼2–8. We investigate individual and stacked fluxes and infrared excess (IRX)
values of the LBG sample functions of stellar mass, redshift, UV luminosity, and lensing
magnification.

LBG samples are color-selected based on HST photometry, with photometric redshift
confirmation. Using SED-templates, we obtain luminosities, stellar masses and star formation
rates for our LBG samples. From the ALMA images, we obtain individual fluxes and IRX
estimates, as well as stacked averages from image and uv-stacking of the ALMA visibilities.

Three LBGs are individually detected above a significance of 4.1−σ, while stacked sam-

ples of the remaining LBGs yield no significant detections. We investigate our detections

and upper limits in the context of the IRX vs. stellar mass and IRX vs. UV slope β relations.

Our upper limits help to exclude large portions of parameter space, which may be useful

for modeling purposes. For a handful of cases, our limits are sufficiently deep to create mild

tension with the typically assumed consensus relations.

Keywords: high-redshift galaxies, submillimetre galaxies, galaxy clusters.
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RESUMEN
Los campos Frontier Fields (FF) ofrecen una ventana inusualmente profunda hacia el

universo de alto corrimiento al rojo. Lo logran cubriendo un área sustancialmente más grande
que el campo Hubble Ultra-Deep, que posee baja magnificación, sondeando 1–2 magnitudes
más profundas en regiones con magnificaciones singularmente más altas. Este espacio de
parámetros único, junto con excepcionales datos en múltiples longitudes de onda, permiten
una mejor comprensión de las poblaciones de galaxias distantes.

Se obtuvieron mosaicos en la banda 6 de ALMA (≈263GHz) en las porciones centrales
de cinco campos FF para caracterizar las propiedades infrarrojas de 1821 Lyman-Break
Galaxies (LBG), con corrimientos al rojo de z∼2–8, seleccionadas a través de observaciones
en el ultravioleta. Investigamos flujos y excesos infrarrojos (IRX) tanto individuales como
acumulados para la muestra de LBG en función de masas estelares, corrimientos al rojo,
luminosidades ultravioleta y magnificaciones por lentes gravitacionales.

Las muestras de LBG se han escogido con base en fotometría realizada conHST y confir-
mación fotométrica de corrimiento al rojo. Con plantillas de distribución espectral de energía
(SED), obtenemos luminosidades, masas estelares y tasas de formación estelar para nuestros
LBG. De las imágenes de ALMA, obtenemos flujos individuales y estimaciones de IRX así
como valores medios de los cálculos acumulados en imágenes y visibilidades de ALMA.

Tres LBG son detectados, individualmente, sobre un nivel de significancia de 4,1−σ,

mientras las muestras acumuladas de los restantes LBG no entregan valores relevantes. In-

vestigamos nuestras detecciones y límites superiores en el contexto de las relaciones entre

IRX y masa estelar y entre IRX y la pendiente ultravioleta (β). Nuestros límites superiores

ayudan a excluir grandes porciones del espacio de parámetros, lo que puede ser útil para

modelización. En ciertos casos, nuestros límites son suficientemente profundos para crear

una leve tensión con las, típicamente asumidas, relaciones de consenso en la literatura.

Palabras Clave: galaxias de alto corrimiento al rojo, galaxias submilimétricas, cúmulos de

galaxias.
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1
Introduction

A fundamental goal of modern astrophysics is to understand the conditions that led to the

formation of the first galaxies in the early Universe. One way to attain this is via the direct

study of the earliest galaxies we can observe with our current technology.

It has been suggested that early star-forming galaxies are predominantly responsible for

a large fraction of the reionization of intergalactic hydrogen. Therefore, it is relevant to un-

derstand, as much as possible, the properties of these galaxies. Among these properties, the

growth of galaxies and their energy production are two of the most relevant since they are

directly related to the extent of the influence of galaxies on the overall intergalactic reioniza-

tion.

Obtaining information from these galaxies is not an easy task. Many obstacles arise from

their large distances and subsequent faint fluxes. Since their light has to travel immense

distances, any information might become dimmer due to all the intervening elements on

their path to us and because of the cosmological effects of observing objects at very high

redshifts.

Intervening systems along the line-of-sight, predominantly comprised of hydrogen clouds,

absorb photons with wavelengths close to that of the 912Å Lyman-α lines –transitions around

the ground state of hydrogen–. The farther away galaxies are, the more intervening clouds

can be present between them and the observer. Since these clouds are located at different

redshifts, Lyman absorption may be observed at wavelengths blueward of 912Å in the rest-

frame spectrum of the galaxy.

Such Lyman absorption features can be of great help to determine the high-redshift nature

of star-forming galaxies. If a galaxy shows these features, it is likely to lie at high redshift.

1



INTRODUCTION 2

Successive absorption features will be superimposed and, consequently, a prominent trough

could be detected –it can be as extreme as to show no emission whatsoever–. This trough

is called the Lyman Break or ultraviolet (UV) drop (see an example of this break in Fig 1.1).

Galaxies where this broad spectral feature is observed, generally as a strong change between

photometric bands, are known as Lyman-Break Galaxies (LBGs)

The wavelength at which this spectrum discontinuity occurs allows astronomers to es-

tablish a rough redshift estimate for the observed galaxy.

Occasionally, in higher redshift galaxies –z∼5–6 and beyond (Dunlop, 2013)–, Lyman-α

absorption can be strong enough to impact the continuum between rest-frame wavelengths

of 1216Å (which is part of the Lyman Series as well) and 912Å, and suppress all the light

from the galaxy at λ < 1216Å. This secondary break becomes the dominant feature when

considering LBGs at higher redshifts.

Apart from intervening clouds, the break –the rise of emission at 912Å– is produced by

the ionization energy of the hydrogen atom in the ground state inside the galaxy. Since high-

redshift galaxies are expected to be a source of reionization, this feature should be strong

when studying their UV spectra (Giavalisco, 2002; Pelló, 2016; Dunlop, 2013). This Lyman

Continuum –LyC– radiation, released from young star-forming regions within galaxies, ion-

izes their intergalactic surroundings (Stark, 2016). In this way, and in absence of significant

quantities of dust, star-forming galaxies will have blue continuum spectra, powered by mas-

sive O and B stars.

To fully study distant LBGs, particularly in the face of potential dust obscuration, multi-

wavelength observations are generally needed. Acquiring these can be a challenge due to

the large distances and, consequently, faint observed magnitudes of LBGs. The initial ap-

proach of combining deep optical and UV imaging, for instance, allowed estimates of the

observed (i.e., unobscured) properties of LBGs. First results were obtained using observa-

tions of star-forming galaxies in the range 2.3 ≤ z ≤ 3.4 from the Hubble Deep Field (HDF;

Steidel, Giavalisco, Dickinson, et al., 1996; Steidel, Adelberger, et al., 1999; Shapley et al.,

2003) and with observations of selected z∼3 galaxies observed with the United Kingdom In-
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frared Telescope (UKIRT), Keck and the Very Large Telescope (VLT) (Pettini, Kellogg, et al.,

1998; Pettini, Shapley, et al., 2001). Later observations were performed with HST’s Wide

Field Camera 3 (WFC3) –e.g. z∼7 and z∼8 galaxies in the Hubble Ultra Deep Field, HUDF,

in Bouwens, Illingworth, Oesch, Labbé, Trenti, et al. (2011)–. In general terms, the installa-

tion of the WFC3 in HST in 2009 led to the identification of many faint star-forming galaxies

in the range 6 < z < 9. To assess the obscured attributes of galaxies, however, infrared

observations are essential, but until recently, have not allowed us to reach relevant spatial

and spectral resolutions.

One instrument which has allowed observations at infrared –specifically mid-infrared

(MIR)– wavelengths is the Multiband Imaging Photometer for Spitzer (MIPS). It was in use

in Spitzer Space Telescope from 2003 until 2009, and equipped with detectors at 24µm,

70µm and 160µm. The 24µm channel was the most sensitive and enabled various large

legacy survey observations (i.e., sky regions that have been extensively observed by a variety

of telescopes). Selection of MIR sources is more complex than in other wavelengths since

the rest-frame 24µm emission is dominated by hot dust and various strong emission and

absorption line features, compared to smoother spectra at longer wavelengths from canon-

ically colder dust. This can lead to apparent discrepancies in the properties derived from

MIR observations and those from other wavelengths –For a review, see Casey, Narayanan,

et al. (2014)–. A few notable early studies that used MIPS data were Le Floc’h et al. (2005)

and Bell et al. (2005), who analyzed around 2600 MIPS 24µm sources in the Chandra Deep

Field-South (CDF-S) up to z∼1. The observations were able to characterize Luminous and Ul-

traluminous IR Galaxies (LIRGs and ULIRGs, respectively) with a Star Formation Rate (SFR)

&3M�yr−1. Observations in the mid-IR wavelengths can be extremely useful to complement

multi-band studies. One example that retrieves data from MIPS was that of Reddy, Steidel,

Fadda, et al. (2006), who examined more than 200 z∼2 spectroscopically identified, optically

selected LBGs in the GOODS-N field at 8µJy depths, using the Using 24µm observations as

an independent probe of dust extinction in this strongly star-forming population.

For far-infrared and submillimeter observations of galaxies, key progress was made
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thanks to the use of Herschel Space Observatory. The Spectral and Photometric Imaging

Receiver (SPIRE) and Photodetector Array Camera and Spectrometer (PACS) allowed obser-

vations in bands at 250µm, 350µm and 500µm for SPIRE and at 70µm, 100µm and 160µm

for PACS. These bands cover the peak of the redshifted thermal Spectral Energy Distribution

(SED) of interstellar dust. Herschel enabled a new era for studies of high-redshift sources,

since it enabled high-quality observations of dust-related features from them. One large sam-

ple of extragalactic sources was produced by Oliver et al. (2012), who retrieved information

from more than 100 000 galaxies as part of the legacy (Herschel Multi-tiered Extragalactic

Survey (HerMES) using data from SPIRE and PACS.

While Spitzer and Herschel both provided fundamental insight into high-redshift star-

forming galaxies, their designs and technical capabilities were generally insufficient to reach

very faint sources in very early epochs. For example, Herschel SPIRE hits the confusion

limits around ∼5mJy due to its large beam (e.g. Oliver et al., 2012).

A key source of uncertainty in the observations of such early galaxies is related to in-

terstellar extinction from the host galaxy. This extinction can affect the determination of

important galactic properties such as the SFR. To assess SFRs in galaxies, we must account

for extinction by gas and dust in order to extract the intrinsic amount of the UV light emitted

by the underlying stellar population. Deep near-infrared, optical and UV surveys now rou-

tinely allow us to estimate unobscured SFRs down to a few M� yr−1 in galaxies at z∼6–10

(e.g., Bouwens, Illingworth, Oesch, Trenti, et al., 2015; McLeod et al., 2016; Santini et al., 2017;

Oesch et al., 2018). A straightforward way to measure the extinction from these sources is

to estimate the steepness of their UV spectra (e.g., Bouwens, Illingworth, Oesch, Franx, et al.,

2012; Bouwens, Illingworth, Oesch, Labbé, van Dokkum, et al., 2014), generally characterized

by fitting a power law, fλ∼λβ, to two or more rest-frame UV bands depending on the avail-

able observations. A synthetic stellar population with solar metallicity and an age of &100

Myr should have intrinsic β (slope) values in the range of ∼ −2.0 to −2.2. Redward –higher

β– deviations from the mentioned values should relate to the amount of dust extinction, or

reddening, and scattering that light from massive stars suffers after its emission. Blueward
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(lower β; e.g., β∼−3) deviations likely imply a very young and/or metal-deficient stellar popu-

lation (e.g., Heap, 2012; Stark, 2016).The SFR itself does not play a major role in the deviations

of β from the standard LBG values since, as the UV spectrum is produced by massive O and B

stars, their contribution is considered “instantaneous” and does not constrain the past history

of star growth.

Detailed spectroscopic observations are generally required to break degeneracies be-

tween extinction, stellar age, and metallicity (e.g., Stark et al., 2013), all of which ultimately

contribute to the observed stellar flux slope β. However, for fainter and/or more distant

galaxies, this remains quite challenging (e.g., Laporte et al., 2017; Bowler, McLure, et al.,

2017; Hoag et al., 2018; Hashimoto et al., 2018). Such degeneracies become particularly

problematic at high redshifts, where the likelihood of young, metal-poor stellar populations,

and hence the uncertainties, are largest (e.g., Anders and Fritze-v. Alvensleben, 2003; Schaerer

and de Barros, 2009; Eldridge et al., 2017).

A second approach to assess extinction, as well as to examine the potential for either

highly or completely obscured regions of star formation, is to measure the rest-frame infrared

luminosity. Until recently, such observations were strongly limited in sensitivity and/or spa-

tial and spectral resolution, effectively only probing down to SFRs of ∼10–100 M� yr−1 at

z∼1–2 (e.g., Magnelli et al., 2013). The materialization of ALMA, with its large collecting area

and high spatial resolution capabilities, now provides the opportunity to narrow considerably

the SFR gap between the UV/optical and FIR/mm bands for galaxies across a large redshift

range, and hence make a fair comparison between the obscured and visible light that is be-

ing generated. These high-resolution observations might exhibit relevant spectral features

at FIR/mm frequencies in the observed frame –i.e. after being redshifted–, such as [CII] and

CO, which, if strong enough, can bypass the need for optical/UV spectroscopic observations

to confirm the presence of high-redshift galaxies.

Numerous observational studies of z&1 star-forming galaxies have been made over the

years, comparing the above two approaches to well-known z∼0 correlations (e.g., Meurer et

al., 1999, hereafter M99; Reddy, Steidel, Fadda, et al., 2006; Bouwens, Illingworth, Franx, et al.,
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2009; Bouwens, Aravena, et al., 2016, hereafter B16; Boquien et al., 2012; Capak et al., 2015;

Álvarez-Márquez et al., 2016; McLure et al., 2018; Koprowski et al., 2018). Many observers

have focused on the relationships between the so-called ‘infrared excess’ (IRX≡LIR/LUV)

and UV-continuum slope or stellar mass (MF); such relations are often invoked to make

dust extinction corrections out to high redshifts. Most critically, while such correlations

appear to be confirmed out to z∼1–2, based on a variety of multi-wavelength data (Reddy,

Steidel, Fadda, et al., 2006; Reddy, Steidel, Pettini, et al., 2008; Reddy, Erb, et al., 2010; Daddi,

Dickinson, et al., 2007; Daddi, Alexander, et al., 2007; Pannella et al., 2009), it remains unclear

how applicable they are at earlier times (e.g., Bouwens, Aravena, et al., 2016).

To generate large samples of high-redshift star-forming LBGs, we can make use of their

most recognizable feature: the UV drop. The most precise method to measure the UV drop

consists of obtaining a UV spectrum of the studied object to search for a discontinuity at either

912Å or 1216Å in rest-frame wavelength –the value depending on the redshift of the object–

. However, for remote objects, this is highly impractical since obtaining such information

would require excessively long exposure times with very sensitive instruments.

A less expensive approach to detect LBGs is the so-called ‘drop-out’ technique. Here, at

least three distinct photometric band observations are needed for each LBG candidate. Two

filters are used to detect the flux difference –the break– and the third one allows confirmation

of the spectral slope redward of the break. This technique needs less observation time than

obtaining a full spectrum for every LBG candidate. This method was utilized successfully for

the first time by Steidel, Giavalisco, Pettini, et al. (1996) and Steidel, Giavalisco, Dickinson,

et al. (1996). Given its simplicity, it has been used extensively over the last two decades with

observations in both narrow and wide fields. In Fig. 1.1, an example SED of an LBG has

been plotted along with some HST filters to show how differences in the flux in each band

can lead to the detection of LBGs. In this case, the flux rise is strongly detected with the filter

F435W, redward of the rest-frame wavelength of 912Å.

For redshift values above z∼6, it becomes more laborious to obtain useful observations

of LBGs. At these values, Lyman-α absorption attenuates light below 1.2µm meaning that
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Figure 1.1: In black, example Spectral Energy Distribution (SED) for a model LBG at redshift

z = 2.81, in units of luminosity. In colors, the transmission curves –throughput– from the HST

filters used for this work (see §2.3) with their respective names.

only one HST filter –F160W, also called H160– is left with enough information to detect the

galaxies. From that point, observations with ground-based near-infrared instruments (e.g.,

using K and medium band filters) or space-based MIR instruments (e.g., Spitzer/IRAC) are

necessary to constrain the flux properties from the LBG candidates. However, the limited

spectral coverage and poorer spatial resolution and leads to larger photometric uncertainties

and higher potential for contamination from, e.g., brown dwarfs.

To obtain a large sample of LBGs spanning a broad range of redshifts, luminosities and

positions requires observations of large areas of the sky observed with an adequate number

of independent photometric bands. Such task is, with no doubt, demanding. One manner to

address this problem is using legacy field survey observations. Archive data can alleviate the

need for multiple observations from a particular area of the sky.

With fields covering large areas in the sky, and given the advantages mentioned above, a

positive feedback loop can occur. Since these large regions have been selected for extensive
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study, more interest is drawn to them. As a consequence, more analyses are performed

which contribute with more observations in different wavelengths of the same area. From

this, studying large fields conveys advantages that cannot be easily established with other

areas of the sky.

One such legacy survey is the Frontier Fields (FFs)1, which corresponds to a series of six

3′×3′ fields which harbor one massive galaxy cluster each (as well as accompanying adja-

cent parallel fields). They were initially observed as Hubble (Hubble Frontier Fields, HFF2,

PI. J. Lotz) and Spitzer Space Telescope Director’s discretionary campaigns. A key selling

point is the large area of high magnification –from strong gravitational lensing effects– and a

large number of member galaxies in each field. These clusters were chosen to form part of

the FF survey after a selection process that took into account different cluster properties such

as lensing power, sky brightness, galactic extinction, and –space and ground-based– observ-

ability (Coe et al., 2015; Lotz et al., 2017). In this work, we study five of the six fields –detailed

information in §2–. These fields have since been observed across the full electromagnetic

spectrum with, e.g. Chandra, VLT/MUSE, JVLA (Karl G. Jansky Very Large Array) and, of

particular relevance here, ALMA.

In interferometric radio astronomy observations, the coordinates in the visibility plane

(u, v,w) –uv-plane, for short– correspond to a convenient transformation of the spatial co-

ordinates –hour angles and declinations– which trace the movement of a specific antenna,

part of an interferometric array, when observing a sky source (cf. §4.1; Thompson et al.,

2017, and references therein). Then, the interferometer measures the interference pattern

–delays– between the antennas. This pattern is related to the source brightness, since mea-

sured visibility corresponds to the Fourier transform of the brightness on the sky, which is

the quantity we can retrieve applying deconvolution algorithms.

Even though ALMA offers some of the best observing capabilities to date, high-redshift

LBGs have low submm/mm fluxes which can be difficult to detect. In order to obtain higher
1https://frontierfields.org
2http://www.stsci.edu/hst/campaigns/frontier-fields/

https://frontierfields.org
http://www.stsci.edu/hst/campaigns/frontier-fields/
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quality or higher sensitivity data from them, we employ stacking, which consists of adding

up several images of the same object –or different objects if that is the case– to, statistically,

reduce their noise levels and increase the quality of their signal. This allows the study of the

average properties of objects well below the noise limits of individual observations. As with

other interferometric instruments, the process of deconvolution and image retrieval from

ALMA observations can add some extra noise to the images. For this reason, we adopt a

new method to stack observations in the uv-plane; uv-stacking. It allows the stacking of data

before obtaining images from ALMA observations, reducing the number of error sources

and, ultimately, increasing the stacked image quality (see §3.3).

The goal of the work presented here is to characterize the infrared emission –individually

and as stacked-averages– for robust samples of LBG candidates at z∼2−8 found in the Fron-

tier Fields survey. This is intended to be done via fitting SED template models to our photom-

etry and, from this, obtain some of their properties, such as stellar mass and star formation

rates. We also aim to combine the data from all our LBG targets to enhance the values we

can obtain from ALMA and, statistically, try to understand the correlation, if any, between

the infrared and ultraviolet emission they exhibit and compare them with relations which

have been previously developed from z∼0 objects.

This thesis is structured as follows. In §2, we describe the ALMA FFs observations,

the LBG candidates and their derived properties. In §3, we discuss the selection criteria we

applied to our candidates and the stacking procedures we utilized –ALMA image stacking and

IRX stacking–. In §4, we present the individual properties that we obtain for our sample, as

well as the stacked values for luminosities and IRXs. §5 provides a comparison of our results

with previously published works, as well as results not covered fully in preceding sections.

Finally, we summarize our work and present our conclusions in §6. Unless otherwise stated,

throughout this work we assumed a cosmology with H0 = 70 km s−1 Mpc−1, Ωm = 0.3 and

ΩΛ = 0.7.



2
Data and Derived Quantities

2.1 ALMA data

The inner ∼2′×2′ regions of the FFs, centered on the massive clusters to benefit most

strongly from the boost from gravitational lensing, were observed in band 6 (1.14mm) by

ALMA through two projects, 2013.1.00999.S (PI Bauer; cycle 2) and 2015.1.01425.S (PI Bauer;

cycle 3). Although all six FFs clusters were observed, only five were considered completed

by ALMA and thus used here. These include, from cycle 2, Abell 2744, MACSJ0416.1−2403

and MACSJ1149.5+2223 observed in 2014 and 2015 (hereafter A2744, MACSJ0416, and

MACSJ1149, respectively) and, from cycle 3, Abell 370 and Abell S1063 —also designed as

RXJ2248−4431— observed in 2016 (hereafter A370 and AS1063, respectively). As stated in

González-López, Bauer, Aravena, et al. (2017), MACSJ0717.5+3745 was only partially ob-

served –just 1 out of 9 planned executions– and, given its substantially worse sensitivity and

calibration, is not useful for this work.

The mosaic data were reduced and calibrated using the Common Astronomy Software

Applications (CASA v4.2.2; McMullin et al. 2007)1; details can be found in González-López,

Bauer, Romero-Cañizales, et al. (2017). Automatic reductionwith the CASA-generated pipelines

for A2744 and MACSJ1149 presented problems, and hence manual and ad-hoc pipelines

were used to reduce the data. For MACSJ0416, A370, and AS1063, the CASA-generated

pipelines worked smoothly and were, thus, used. CASA was also used to image the mo-

saic data, adopting both natural and taper weightings in CLEAN (see §3). This resulted in
1https://casa.nrao.edu
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https://casa.nrao.edu
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Table 2.1: ALMA Properties of observed clusters. Positions correspond to the mosaic centers.

Major and minor axes of synthesized beam, in arcseconds.

Cluster Name R.A. [J2000] Dec. [J2000] z Observation Date Range rms bmax × bmin

[hh:mm:ss.s] [±dd:mm:ss.s] [µJy] [′′×′′]

Abell 2744 00:14:21.2 -30:23:50.1 0.308 29-Jun-2014/31-Dec-2014 55 0.63 × 0.49

Abell 370 02:39:52.9 -01:34:36.5 0.375 05-Jan-2016/17-Jan-2016 61 1.25 × 0.99

Abell S1063 22:48:44.4 -44:31:48.8 0.348 16-Jan-2016/02-Apr-2016 67 0.96 × 0.79

MACSJ0416.1-2403 04:16:08.9 -24:04:28.7 0.396 04-Jan-2015/02-May-2015 59 1.52 × 0.85

MACSJ1149.5+2223 11:49:36.3 +22:23:58.1 0.543 14-Jan-2015/22-Apr-2015 71 1.22 × 1.08

natural-weight rms2 errors of 55, 61, 67, 59 and 71 µJy beam−1 for FFs A2744, A370, AS1063,

MACSJ0416 and MACSJ1149, respectively. The resulting maps have relatively uniform rms

properties over the central regions, but exhibit strong attenuation at the edges due to the ef-

fects of the primary beam. For the purposes of this work, we limit our analysis to regions of

each mosaic with a primary beam correction factor, pb_cor, above 0.5. However, portions

of the MACSJ0416 and MACSJ1149 mosaics exhibit rms variations by as much as ∼15–20%

(for details, see §2.4 and Fig. 4 of González-López, Bauer, Romero-Cañizales, et al., 2017).

These variations are captured in the pb_cor values used to weight individual sources in our

stacking procedure (see §3.3).

Some basic properties of each dataset, including central position, are listed on Table 2.1.

ALMA maps from our five clusters are shown, along with our selected LBG candidates and

outlines for the magnification maps in Figs. 2.1, 2.2, 2.3, 2.4, 2.5.

2rms defined as
√∑

i

(
x2

i

)
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Figure 2.1: ALMA image of A370. Natural CLEANing was used to retrieve it. Orange circles

show the positions of our selected LBG candidates. Black thick lines outline the zones of highest

magnifications from the magnification map of the cluster. Color scale corresponds to −2σ and

+2σ from white to black.

2.2 ALMA Stacking Considerations

We used stacker (Lindroos et al., 2015) to perform the stacking of our candidates in

the ALMA images (see §3.3). This program takes, as input, the lists of targets positions –R.A.,

Dec– and weights for the stacking process. Weights are drawn from the CASA clean pb-

correction map –.flux extension file (cf. §2.9)–, which corresponds to the sky sensitivity
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Figure 2.2: ALMA image of A2744. Natural CLEANing was used to retrieve it. Orange circles

show the positions of our selected LBG candidates. Black thick lines outline the zones of highest

magnifications from the magnification map of the cluster. Color scale corresponds to −2σ and

+2σ from white to black.

over the field. This weight is used for stacking in the image domain in the form of 1/σ2. This

initial definition for the weight can be modified to any other values depending on the desire

of the user (see §3.3). For this work, two weight schemes were used to improve the stacked

signal according to the observed properties of the LBG candidates beyond the original weight,

which only incorporates the sensitivity of the maps.

One important issue to consider is that the coordinates of the LBG candidates were ob-
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Figure 2.3: ALMA image of AS1063. Natural CLEANing was used to retrieve it. Orange circles

show the positions of our selected LBG candidates. Black thick lines outline the zones of highest

magnifications from the magnification map of the cluster. Color scale corresponds to −2σ and

+2σ from white to black.

tained using HST data. However, it is possible that potential mm/submm emission in the

ALMA maps may arise from a somewhat different position than the optical counterpart,

given the large difference in observed wavelengths and emission mechanisms. In particular,

the more dust-rich regions that could give rise to submm emission would tend to extinct

embedded stars, while nearby stars in less dust-rich regions might contribute more to the

near-IR light.
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Figure 2.4: ALMA image of MACSJ0416. Natural CLEANing was used to retrieve it. Orange

circles show the positions of our selected LBG candidates. Black thick lines outline the zones

of highest magnifications from the magnification map of the cluster. Color scale corresponds to

−2σ and +2σ from white to black.

We argue, however, that such offsets are unlikely to affect our final results (i.e., the stacked

flux), since the angular sizes of the LBG candidates are generally similar or smaller than the

beam sizes of our ALMA observations (∼1′′) and spatial offsets between securely detected

FIR/mm ALMA sources and optical/NIR counterparts are generally small (e.g., 0′′.17±0′′.02

González-López, Bauer, Romero-Cañizales, et al., 2017).

For the reasons above and to simplify calculations, no correction was performed regard-
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Figure 2.5: ALMA image of MACSJ1149. Natural CLEANing was used to retrieve it. Orange

circles show the positions of our selected LBG candidates. Black thick lines outline the zones

of highest magnifications from the magnification map of the cluster. Color scale corresponds to

−2σ and +2σ from white to black.

ing relative positional offsets. That being said, in order to obtain actual stacked and individual

fluxes from the ALMA maps in §2.10, we will consider values at larger distances due to the

influence of the synthesized beam.
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2.3 LBG candidates

Deep HST images are available in seven broadband filters as part of the FFs campaign

(Lotz et al., 2017): Advanced Camera for Surveys (ACS) filters F435W , F606W , F814W

–with 0′′.4 aperture 5−σ depths of 28.8, 28.8 and 29.1 ABmag, respectively–; Wide Field

Camera 3 (WFC3) IR filters F105W , F125W , F140W , F160W –with 0′′.4 aperture 5−σ

depths of 28.9, 28.6, 28.6 and 28.7 ABmag, respectively–. Two additional deep images were

obtained with WFC3 UVIS filters F275W and F336W –with 0′′.4 aperture 5−σ depths of

≈27.5 − 28.0 ABmag, depending on the cluster– as part of a supporting UV campaign (PI:

Siana; Alavi et al., 2016).

The success of the LBG drop-out technique (e.g, Steidel, Giavalisco, Dickinson, et al.,

1996) arises from the strong flux difference between broadband filters which sample the

blueward and redward sides of the Lyman Break, which occurs as a function of redshift at

912× (1+ z)Å. For the given selection of HST filters observed in the FFs, we can detect these

strong flux differences and obtain LBG candidates in crude redshift bins of z∼2, 3, 5, 6, 7,

and 8. These LBG samples were obtained adopting the strategies of Bouwens, Aravena, et al.

(2016) for the z∼2−3 range and Bouwens, Illingworth, Oesch, Trenti, et al. (2015) for the

remaining redshift ranges. There is no LBG sample at z∼4 due to the lack of photometric

coverage around ∼5500Å (e.g., F555W).

As examples, for the z∼2 sample, the criteria are

(UV275 − U336 > 1) ∧ (U336 − B435 < 1) ∧

(V606 − Y105 < 0.7) ∧ (S/N(UV225) < 1.5) (2.1)

Whereas, for z∼3 galaxies,

(U336 − B435 > 1) ∧ (B435 − V606 < 1.2) ∧

(i775 − Y105 < 0.7) ∧ (χ2
UV225,UV275

< 2) (2.2)
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where ∧, ∨ and S/N represent the logical AND, OR and signal-to-noise respectively. The

quantity χ2
UV225,UV275

is defined as
∑

i SGN( fi)( fi/σi)2 with fi being the flux in bands UV225

or UV275 in a small-scalable aperture, σi the uncertainty in this flux, and SGN( fi) a function

which is equal to 1 if fi > 0 and -1 if fi < 0.

An initial list of 2923 LBG candidates was produced based on the above equations, using

theHST observations from the FFs. We expect the spatial distribution of our LBG candidates

to be roughly uniform over the source plane of the selected FFs. This will translate to fewer

sources in highly magnified regions –near critical lines on the magnification maps– in the

image plane, as we are sampling smaller intrinsic space densities. However, critically, the

magnification means we probe further down the luminosity function in these regions. Thus,

we expect the targets to span an interesting range in properties (e.g., magnification, SFR,

M?, redshift, etc.). This helps to build a statistically diverse set of LBG properties to study.

Distributions of their attributes are presented in §2.4 and later sections.

2.4 Photometric redshifts

As a check on our LGB candidate selection, we used the photometry of each LBG can-

didate to obtain a photometric redshift estimate. For this purpose, we used code EAZY

(Easy and Accurate Photometric Redshifts from Yale; Brammer et al., 2008) with a binsize of

∆zph = 0.01. To assess the quality and reliability of the photometric redshift values obtained

with EAZY, we performed the same process but with BPZ (Bayesian Photometric Redshifts;

Benítez, 2000).

The results from EAZY and BPZ are shown in Fig. 2.6, indicating that the BPZ results tend

to be lower than those from EAZY. We also separated the sample according to the drop-out

band of the targets looking for any discrepancy in the derived values. For the EAZY values

in the upper histogram, we can see that the sub-samples do not overlap strongly, as it does

happen with BPZ calculations (right panel in Fig. 2.6), which also shows a large spread in

redshift values. For instance, for drop-out bands at z∼7 and z∼8, they spread more than 4
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redshift units. The redshift bands given by the drop-out technique are a good prior for the

photometric values –since there is a good match between their values–, so we do not expect

to have long deviations from them. Since EAZY does not show such results (large spread and

strong overlap), we adopt their values as our primary input.

For statistical reasons and since studying our complete sample in one category will not

give any conclusive result as opposed to separate it into smaller sub-groups, it is better to

split our sample of LBG candidates. In that way, it is possible to obtain better constrained

values for the aggregated properties of our objects.

Given the photometric redshift distribution shown in the upper histogram of Fig. 2.6, we

can separate our candidates into two main sub-samples: high, zph ≥ 4.0, and low, zph < 4.0,

redshift. And, for the high-redshift sample, an extra division can be made for candidates with

zph > 7. This division of three bins was used for the rest of the work.

Additionally, we were able to obtain a derived quantity from the photometric redshift

values; it is possible to obtain a luminosity distance using part of the script written by James

Schombert to resemble Ned Wright’s Cosmological Calculator3 (Wright, 2006).

The distribution of these distances is, as expected, very similar to that of zph as can be

observed in Fig. 2.7.

2.5 Magnification factors

Magnification factors were obtained following the procedure from Coe et al. (2015) and

the Python script offered by the FF team4. This code obtains the values from the weak lensing

shear (γ) and mass surface density (κ) maps that are part of the lens models products for a

given redshift value. We used the latest available cluster models from the CATS –Clusters As

TelescopeS– team (v4; Jauzac et al., 2014; Richard et al., 2014). In this case, the code uses,

also, the photometric redshift of the candidates and the confirmed redshift of the lensing
3http://www.astro.ucla.edu/~wright/CosmoCalc.html
4https://archive.stsci.edu/prepds/frontier/lensmodels/#magcalc

http://www.astro.ucla.edu/~wright/CosmoCalc.html
https://archive.stsci.edu/prepds/frontier/lensmodels/#magcalc
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Figure 2.6: Comparison of photometric redshift values for our sample obtained with EAZY and

BPZ software tools. Upper and right panels show the distribution of the values separately and

colored by drop-out band. In the lower left panel, the color indicate the number of elements in

each bin; the lighter the color, the higher the number of elements. The legend only applies to

the histograms.

cluster (Table 2.1).

With these values, the magnification factor (µ) is obtained from the expression:

1
µ

= |(1 − κ)2 − γ2| (2.3)

As some targets can lie in positions very close to the critical curves of the model lenses,

extreme magnification values were found (µ > 1000) during the calculations. To avoid

possible spurious results when using these targets in calculations –specially, when stacking
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Figure 2.7: Distribution of luminosity distances for the LBG candidates per photometric redshift

bin. Luminosity distances and their calculation are strongly related to the value of the photo-

metric redshift and the distribution shown here is almost the same as the one that motivated

the z binning.

with magnification factors as weights (see §3.3).–, their magnification factors were capped

to the more conservative value µ = 10. After this correction, magnification values can range

from µ = 1 to µ = 10 with a manifest over-population at µ = 10 for all three redshift bins,

as displayed in Fig. 2.8.

2.6 UV-continuum slope

For each candidate, HST photometry was used to obtain UV-continuum slope (β) values,

which correspond to the steepness of the ultraviolet part of the spectrum.

Several methods have been developed to calculate this value from different photometry
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Figure 2.8: Distribution of magnification factors (µ) in our sample according to the three bins in

photometric redshift.

bands (for a review, see Rogers et al. 2013, §2 and McLure et al. 2018, §2.7). In this case,

we took advantage of the number of bands we have access to –nine of them– with a naive

approach using the bands –and the flux in them– that lie in the expected UV-continuum

region of each spectrum assuming the previously derived redshift. Bands with upper limit

values were discarded for this calculation, as they were few compared to the full sample. A

simple power law (Fλ ∝ λ
β) was fit to the points with a basic maximum likelihood estimator.

In particular, for this work, we used the power law shown in Castellano et al. (2012). It

has the following form:

mi = −2.5 × (β + 2.0) × log (λi) + c (2.4)

where mi is the AB magnitude (Oke and Gunn, 1983) in the i-th band at an effective wave-
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length λi and c is the intercept. The distribution of β-slopes vs the UVmagnitude is presented

in the left panel of Fig. 2.9. Since the broad division in photometric redshift does not show

any particular trend of β with the redshift of the targets, a different approach has to be given

to understand any possible correlation. This is shown in Fig. 2.10 where our targets have

been binned according to photometric redshift. There it can be seen that the UV-slopes of

our LBG candidates show an increase up to redshift z∼4− 5 and then a drop is present until

z∼7. This behavior is compatible with the results of previous works such as Bouwens, Illing-

worth, Oesch, Franx, et al. (2012), Bouwens, Illingworth, Oesch, Labbé, van Dokkum, et al.

(2014), and Finkelstein et al. (2012) in which targets with zph&4 have been studied and an

evolution in redshift can be inferred. Given that the number of LBG candidates with zph&8

we have access to is considerably small, N=13, their overall behavior should be taken with

caution. Due to this, we cannot either confirm or discard the claimed trend.

For the purposes of this work, we defined the UV magnitude, flux or luminosity (m
1600Å,

F
1600Å, L

1600Å) to be that measured at 1600Å (following, among others, Madau and Dickin-

son 2014, which give a range between 1400Å and 1700Å for a sensible UV wavelength). In

our case, we use the photometric band which lies closest to that rest-frame wavelength.

2.7 Stellar Mass

Stellar masses were estimated using the C++ version5 of FAST (Fitting and Assessment

of Synthetic Templates; Kriek et al., 2009) which fits stellar population synthesis templates

to photometric data. The input values were the magnitudes from our drop-outs catalog as

well as the photometric redshift values from EAZY. For this work, we assumed a Chabrier

stellar initial mass function (IMF; Chabrier, 2003), which has been derived from the Bruzual

and Charlot (2003) SEDs. We also assumed an exponentially declining star formation history

[SFH ∝ exp (−t/τ)] with log10 (τ/yr)=11 and a metallicity of 0.0040Z/Z�. Also, a Calzetti

et al. (2000) dust attenuation law with 0.0 ≤ AV ≤ 1.0 was used. With these parameters, the
5FAST++. https://github.com/cschreib/fastpp

https://github.com/cschreib/fastpp
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Figure 2.9: UV-slopes (β) from our selected sources as a function of UV magnitudes. Colors

represent photometric redshift subsample of each candidate, as shown in the legend and in

§2.4. In top and right panels, histograms of these values are shown separated by photometric

redshift range too.

code outputs, apart from other relevant properties, a stellar mass estimate for each target.

These values have to be corrected by the magnification factors to avoid overestimations

and further errors. In order to obtain the magnification-corrected stellar masses –or other

property, as discussed further in the text–, the values given by FAST++ –or any other similar

software– have to be divided by the magnification factors. Using the logarithm of the stellar

mass, it would look as the following:

log10 (MF,µ−corrected/M�) = log10 (MF,FAST/M�) − log10 (µ) (2.5)

For the rest of this work, we will refer to the magnification-corrected stellar mass as
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stellar mass. The distribution of values for our three photometric redshift bins is plotted in

Fig. 2.11.

2.8 (Specific) Star Formation Rates

One of the by-products of FAST++ is a Star Formation Rate (SFR) estimation. As with

stellar mass, SFR values have to be corrected by lensing effects by dividing the derived value

by the magnification value (µ).

log10 (SFRµ−corrected/M�yr−1) = log10 (SFRFAST/M�yr−1) − log10 (µ) (2.6)
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Figure 2.11: Distribution of stellar mass in our sample. The sample has been divided according

to the photometric redshift bins defined in §2.4.

For the rest of this work, we will refer to the magnification-corrected star formation rate

as star formation rate. Their distribution is shown in Fig. 2.12

From the star formation rates and the stellar mass from §2.7, the specific star formation

rates (sSFR) can be, then, obtained as:

log10

(
sSFR/yr−1

)
= log10

(
SFR/M�yr−1

MF/M�

)
(2.7)

which is independent of the magnification factor of each LBG candidate. The distribution of

values for our three photometric redshift bins can be seen in Fig. 2.13.
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Figure 2.12: Distribution of star formation rates in our sample. The sample has been divided

according to the photometric redshift bins defined in §2.4.

2.9 ALMA primary-beam corrections

To obtain images from interferometric observations, each element of the observation has

to be corrected by the sensitivity of every antenna in the array. The concept can be roughly

compared to the use of the point spread function (PSF) in optical observations.

With interferometric data, the process from obtaining the data from the observed source

to the final image includes some deconvolution, rescaling, and calibrations. For some parts of

this procedure, the primary beam has to be taken into account. After obtaining a CLEANed

image –an image to which the CLEAN deconvolution algorithm has been applied–, the data

can be corrected by the sensitivity of the observations. This sensitivity is quantified by the

primary beam correction (see, for instance, Thompson et al., 2017; Wilson et al., 2013). Thus,

any measured flux has to be corrected –in our case, divided– by the primary beam correction
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Figure 2.13: Distribution of intrinsic star formation rates in our sample. The sample has been

divided according to the photometric redshift bins defined in §2.4.

factor.

As part of the ALMA products of the observations, a map of sensitivities is delivered

which includes the primary-beam correction factors. After the final deconvolution –in our

case, after CLEANing– a file with the extension .flux is produced. It has a map –in image

space– of the values for each position in the field of view. Their values might range from 0.0

to 1.0, in which 1.0 shows that the position has the highest sensitivity of the map. Thus, the

higher primary beam correction, the better quality the observation might be.

2.10 ALMA peak fluxes

For simplicity, we adopt peak flux measurements, F indiv
ALMA,peak, since integrated fluxes

require an assumption about the flux distribution shape, and since magnification effects are
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involved, this becomes a highly arduous task. To assess these within the ALMA maps, we

searched for the pixel with the maximum value within a 0′′.5×0′′.5 box (i.e., comparable to one

synthesized beam) centered at the position of each LBG candidate. This procedure attempts

to account for the influence of the synthesized beam, as well as possible extended emission,

in the ALMA maps. The result is an observed peak flux for each candidate, F indiv,obs
ALMA,peak. We

correct this flux for the primary beam attenuation as:

F indiv,obs
ALMA,peak,pbcor =

F indiv,obs
ALMA,peak

pbcorindiv
ALMA

. (2.8)

Likewise we relate the rms error at the position of an individual source to the field rms,

rmscluster, listed in §2 for each studied cluster, as

rmsindiv
ALMA,pbcor =

rmscluster
ALMA

pbcorindiv
ALMA

. (2.9)

The bulk of our candidates have ALMA fluxes comparable to the rms values of their

respective maps, but a few are associated with brighter peak fluxes. For this reason, we

want to define clearly which targets are detected and for which we only have upper limits.

As a first conservative approach, we search for LBG candidates with signal-to-noise ratios

(SNRs) above 5.0 in each image, which roughly corresponds to the blind detection limit for

the ALMA-FF maps (González-López, Bauer, Romero-Cañizales, et al., 2017). We define here

the SNR as:

SNR =
F indiv,obs

ALMA,peak

rmscluster
ALMA

=
F indiv,obs

ALMA,peak,pbcor

rmsindiv
ALMA,pbcor

. (2.10)

None of our targets fulfills this first condition, with a maximum value of SNR= 4.21 for a

candidate in AS1063.

The blind detection limit, however, is with respect to a search of all positions on the

map. But since we know the positions of the LBG candidates and they comprise only a small

fraction of the overall map area, a more realistic estimate of the detection significance is to
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evaluate the False Detection Rate (FDR or pFDR) for each ALMA map. To this end, follow-

ing the procedures outlined in Muñoz Arancibia et al. (2017), we generated 1000 simulated

maps for each ALMA field with a normal distribution in units of signal-to-noise. From these,

we extracted the same number of simulated peak fluxes per cluster as we did for the LBG

candidates, again choosing the highest peak flux within a square of 0′′.5 on a side. We de-

fine pFDR(SNR) to be the fraction of simulated maps of a specific cluster where at least one

sampled pixel was found above a given SNR. Fig. 2.14 shows the FDRs for our five ALMA

maps.
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Figure 2.14: False detection rate, pFDR, for the five ALMA maps. Vertical dashed lines denote the

highest detected SNR among the LBG candidates in each ALMA map. Vertical solid line denotes

our adopted SNR cutoff of 4.1, which equates to a FDR around 15% among the cluster fields.

Based on the FDRs, we find that sources with SNR&4.1 have a relatively low (.15%)

chance of being false. For simplicity and uniformity, we consider all LBG candidates above

this limit to be detected, while the LBG candidates below this are treated as upper limits.
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We calculate individual detected peak fluxes following Eq. 2.8, while n-σ upper limits are

calculated as

F indiv,obs n−σ lim
ALMA,peak,pbcor =

(F indiv,obs
ALMA,peak > 0) + n × rmscluster

ALMA

pbcorindiv
ALMA

, (2.11)

where the >0 expression indicates the fact that the observed peak flux from the ALMA map

is only used if it is greater than zero. This implies that no single candidate will have a 1-

σ, or higher, upper limit lower than the noise level of the map to which it belongs. The

incorporation of local map noise, in addition to the average rms, yields a more conservative

upper limit.

2.11 UV Luminosities

As mentioned in §2.6, we defined the UV luminosity as the 1600Å luminosity which is

first calculated as a flux and then transformed into luminosity using the luminosity distances

described in §2.4. Thus, the needed flux is calculated as Fλ = νλ× fλ for λ = 1600Å× (1+z).

And then, the expression Lλ = 4πD2
LFλ is used to obtain the desired luminosity.

After using this definition, it is needed to post-process them to account for corrections

related to the distances and ages involved in the environments of the candidates. In this

manner, intrinsic luminosities will be derived; this, in the form of rest-frame properties.

The first correction is associated with the redshift values of the targets. The correspond-

ing frequencies have to be derived to be rest-frame values. The same occurs with the overall

flux –or luminosities– which will become smaller in intensity by a factor (1 + z), coming from

the use of luminosity distance as length scale. This type of correction is called K-correction

(e.g., see §5.6.1 from Schneider, 2006).

A second adjustment involves the main reason to study LBGs –and other objects– in the

Frontier Fields: magnification from the galaxy clusters will allow computing the intrinsic

luminosities for each candidate. This will be attained dividing the chosen property by the

already calculated magnification factors, as with the previously described properties.
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2.12 IR Luminosities

With only one point of constraint from ALMA (our peak fluxes), the procedure to estimate

the IR luminosity is more model-dependent than for the UV bands and it requires more steps

than the UV luminosities. For this, we fit a modified blackbody (graybody) spectrum (e.g.,

Casey 2012; Schaerer, de Barros, and Sklias 2013) to the ALMA photometric data. We adopt

typical fixed values of 35K for the dust temperature (e.g., Kovács et al., 2006; Coppin et al.,

2008), 2.0 for the mid-IR power-law slope, and 1.6 for the emissitivity (e.g., best-fit values for

the GOALS survey; Casey, 2012). For simplicity, we adopt the same shape for every LBG

candidate. The best-fitted rest-frame SED is integrated between 8µm and 1000µm to yield

the rest-frame IR luminosity. In practical terms, we define a scale factor f ALMA
IR to convert

observed ALMA peak flux to the magnification-corrected, rest-frame IR luminosity as

f ALMA
IR =

 F indiv,obs
ALMA,peak

FSEDµ
1.14mm/(1+z)

 . (2.12)

In this way, any derived infrared luminosity will be multiplied by f ALMA
IR to obtain the

expected peak value for each LBG candidate.

We chose this method over the use of FAST++ or magphys SED fitting to obtain IR

luminosity estimates due to the fewer number of free parameters (e.g., dust temperature,

attenuation, SED templates), which made for a more straightforward implementation and

interpretation. In general, the luminosities derived from the best-fit modified blackbody to

the ALMA data are a factor of 10–100 higher than rest-frame UV/optical based estimates from

FAST++ or magphys. In general, for the few detections our estimates are presumably more

robust, while for the upper limits they should be considered as very conservative.

In addition to the aforementioned corrections for redshift and magnification, the IR lu-

minosities (or fluxes) have additional dependence on the redshift of the candidate due to

the impact of the Cosmic Microwave Background (CMB) temperature on the dust properties.

Following the procedure and discussion of da Cunha et al. (2013), the derived IR luminosities
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are divided by the factor

gCMB
ν =

[
1 −

Bν(TCMB(z))
Bν(Tdust(z))

]
, (2.13)

where Bν(Tdust) and Bν(TCMB) correspond to the source and CMB blackbody contributions,

respectively.

2.13 IRX relations

Sensitive millimeter facilities such as Herschel and ALMA have only become available in

the last decade. Prior to these, it was generally difficult to measure IR luminosities for distant

galaxies, and indirect methods were employed to understand and predict the IR emission.

Principal among these is the so-called IR excess ratio (IRX), which is loosely defined as the

quotient between the IR and UV luminosities (or fluxes) of a source (in this case, a galaxy).

One of the most utilized definitions was developed by M99, which relates the UV and IR

fluxes as:

IRX =
FIR

F
1600Å

(2.14)

where FIR is the rest-frame 8–1000µm IR flux and F
1600Å is the rest-frame 1600Å UV flux.

This can be trivially extended for rest-frame luminosities instead of fluxes, leading to:

IRX =
LIR

L
1600Å

(2.15)

Among local galaxies, which were more easily observed and constrained with early fa-

cilities, a few correlations with IRX have been found. One such relation was derived by M99

(hereafter the M99 IRX-β relation), which empirically relates IRX to the UV continuum slope

β as



2. DATA 34

IRXM99 = 1.75 ×
(
100.4×(1.99×(β+2.23)) − 1

)
. (2.16)

assuming the Calzetti et al. (2000) "absorption law". An alternative relation adopting a linear

fit to the Small Magellanic Cloud (SMC) extinction data from Prevot et al. (1984) performed

by Smit et al. (2016) yields the SMC IRX-β relationship:

IRXSMC = 100.4×(1.1×(β+2.23)) − 1. (2.17)

Other recent calibration that corrects aperture effects from M99 was developed, with a

similar sample, by Takeuchi et al. (2012) and takes the form:

IRXTakeuchi = 1.66 ×
(
100.4×(1.58×(β+1.94)) − 1

)
. (2.18)

Finally, an extension to the M99 IRX-β relation was obtained by Casey, Scoville, et al.

(2014), who fit a large number of low redshift galaxies, incorporating a large range of SFR

values as well as a correction for aperture effects, finding:

IRXCasey = 1.68 ×
(
100.4×(2.04×(β+1.64)) − 1

)
. (2.19)

As already noted, these relations were developed using local galaxy data, but have been

tested on a variety of distant (mostly massive) galaxy samples.

Similar to the IRX-β relations above, there have been a large number of studies arguing

that the total stellar mass of a galaxy is strongly related to the degree of dust extinction, and

hence IRX. We highlight below four recent published correlations between IRX and stellar

mass by Heinis et al. (2014, hereafter H14), Fudamoto et al. (2017, hereafter F17), McLure

et al. (2018, hereafter M18), and B16.
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H14 used Herschel constraints of UV-selected galaxies at z∼1.5, z∼3 and z∼4 with stellar

masses in the range 10 < log10 (MF/M�) < 11, to develop the following relation:

log10 (IRXH14) = 0.72 ×
[
log10 (MF/M�) − 10.35

]
+ 1.32 (2.20)

F17 used ALMA observations of 67 photometric-redshift selected galaxies with redshifts

between z∼3–6 and stellar masses of log10 (MF/M�)∼10.7 to arrive at the relation:

log10 (IRXF17) = 0.72 ×
[
log10 (MF/M�) − 10.35

]
+ 1.08. (2.21)

Similarly, M18 used ALMA observations of 161 photometrically selected galaxies with

redshifts between 2 < z < 3 and stellar masses in the range 9.25 < log10 (MF/M�) < 10.75

to obtain:

log10 (IRXM18) = 0.85 ×
[
log10 (MF/M�) − 10.00

]
+ 0.99. (2.22)

B16 employed deep ALMA imaging of 330 LBG candidates in the HUDF, with stellar

masses below 109.75M� and redshifts between z=2–10, to obtain:

log10 (IRXB16) = log10 [MF/M�] − 9.67. (2.23)

Finally, B16 also derived a “consensus” IRX-MF relation from a variety of previous studies

in the redshift range z ∼ 0 to z ∼ 3 (e.g, Pannella et al., 2009; Reddy, Erb, et al., 2010), which

takes the form:

log10 (IRXConsensus) = log10 [MF/M�] − 9.17. (2.24)

The various IRX-MF relations have relatively similar slopes and exhibit a typical dispersion

of up to ∼1 dex, excluding the strong deviation of H14 above 1010M�. As such, they provide

a potentially useful means of predicting dust attenuation as a function of stellar mass.
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3.1 ALMA image retrieval

Observations from ALMA are delivered as visibilities –from the uv-plane– and after imag-

ing them, an image-plane file is obtained. To compare results, two weighting modes were

applied to the datasets in CASA when imaging, or CLEANing: Natural and Taper.

Natural weighting assigns equal weights to every visibility in the deconvolution process.

These weights correspond to 1/σ2, where σ is the noise variance of the data –visibility–. It

maximizes sensitivity for point sources.

The other CLEANing mode, uv tapering, creates an adjustable gaussian-like window

function, W(u, v) = exp(−(u2 + v2)/t2), with t the taper parameter. As it gives more weight to

shorter baselines, it hasmore sensitivity to extended sources. For this work, a taper parameter

of t=1′′.5 was used. This value says that for a general point (u, v), data will be weighted with

a Gaussian of width 1′′.5.

Using both methods, we can look for eventually extended detections which cannot be

observed using a natural deconvolution and vice versa.

Once the list of targets to stack has been defined, the next step is to remove (or avoid),

in an appropriate way, the flux from other non-related or very bright positions in the ALMA

maps in order to stay away from contamination produced by these sources.

One way to do that is using a combination of CASA tasks to remove the expected flux

from other unwanted or unrelated sources up to a certain flux threshold.

In general, and after several tests, removing bright sources adds extra noise to the maps;

the already mentioned procedure increases their noises by around one order of magnitude.

36
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This effect can have its origin in the sensitivity properties of the edges of our maps, which can

spread noisy values all over our mosaics. In principle, a method that incorporates this level

of noise to the ALMA observations should not be included into the general data processing

flow.

Another method to avoid the effect of bright sources from the maps in the stacking pro-

cedure is, simply, not using the candidates which are too close to the brightest sources. To

get a list of such targets, we used the component lists tools from CASA which gather the

positions of the brightest sources, 4−σ, from the visibilities plane of our maps and con-

verts it into an ascii table. Then, this table can be used in conjunction with the function

search_around_sky from the Python package Astropy1 to look for candidates which

are close enough to the bright sources to suffer from eventual contamination from them.

Regarding the way ALMA maps are constructed, one criterion to determine the distance at

which bright sources do not affect our candidates is related to the size of the synthesized

beam of each map.

The distance we chose to establish the limit is five times the major axis of the synthesized

beam for each map. This value translates to roughly 5′′. We also add an extra criterion to

candidates which are still much closer to the already determined brightest sources. Any

target which lies closer to 0.5 times the major beam from the synthesized beam from the

source position will not be considered as to be close to it but rather be exactly the same

source and it will be considered for further calculations.

This second method will discard some candidates from our sample, making it smaller

by around a 15%. That corresponds to 410 candidates.

For the reason that we cannot control, completely, the behavior of the maps and their

error properties after the sources removal, using the first method is not advised. And, given

that with the first method we, in general, increase the noise of the maps which have been

processed and well studied, we decided to use the second approach to avoid contamination
1http://www.astropy.org

http://www.astropy.org
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from bright sources which have not been labeled as LBG candidates.

3.2 Target final sample

With all of the derived quantities in hand (§2), we now address the selection of the LBG

candidates sample, in order to improve the reliability and trustworthiness of the estimated

physical properties and stacking results.

We began by discarding a handful (13) of LBG candidates with UV-slopes β < −4.0 or

β > 1.5 (see Fig. 2.9). These extremely low or high values arise at faint magnitudes, have

large error bars, and are physically implausible for LBGs.

Prior to stacking, we also excluded the 410 LBG candidates which are in close proximity

but unrelated to any ≥4-σ detected sources in the ALMA maps in order to avoid contamina-

tion in the stacked signal (§3.1). As already mentioned, we conservatively adopted a circular

exclusion region equal to five times the major axis of the natural-weighted synthesized beam

for eachmap (i.e., 3′′.2–7′′.6). We additionally removed all LBG candidates with primary-beam

correction factors lower than 0.5 (see §2.9), as the edges of the ALMA maps have consider-

ably higher noise and other observational artifacts which can adversely affect the sensitivity

of the stacking.

Based on the FDR assessment in §2.10, we also identified three (3) LGB candidates asso-

ciated with ALMA detections at SNR&4.1, adopting a matching radius of 0.5 times the major

axis of the natural-weighted synthesized beam for each map (i.e., 0′′.3–0.′′.8). These sources,

along with their key attributes are listed in Table 4.1 and they are not included in the main

stacking and have been treated separately. For comparison, the typical positional uncertain-

ties between ALMA and HST sources are .0′′.1 (e.g., .10% of the beam size; González-López,

Bauer, Romero-Cañizales, et al., 2017).

Finally, we considered whether LBG candidates are multiply imaged or not. We do not

want to double-count the same source, as this could potentially distort our stacking results.

Thus we removed all less constraining multiple images, leaving only the most sensitive image
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available for stacking. To determine whether a candidate is multiply imaged, we matched

the positions of our LBG candidates against the multiple-image catalogs from the CATS team

(v4; see §2.5), which comprise a compilation of secure multiple images found viaHST and/or

ground-based spectroscopic confirmation (e.g., Smith et al., 2009; Merten et al., 2011; Zitrin,

Broadhurst, et al., 2011; Zitrin, Meneghetti, et al., 2013; Jauzac et al., 2014; Richard et al.,

2014; Kawamata, Oguri, et al., 2016; Caminha et al., 2017; Lagattuta et al., 2017; Kawamata,

Ishigaki, et al., 2018; Mahler et al., 2018). In total, we removed 94 LBG candidates with

positions conservatively lying within a 0′′.5 radius of a known multiple image (63 lie within

0′′.1) that had a more constraining multiple-image detection already in our sample.

Another source of multiple images has been developed by Kawamata, Oguri, et al. (2016)

and Kawamata, Ishigaki, et al. (2018) which have used information from similar sources as

the CATS team as well as multiple images detected from MUSE images of the FFs (Caminha

et al., 2017; Mahler et al., 2018).

Since the calculations for the magnification factors have been performed using the infor-

mation from the CATS team, we considered that avoiding these 94 multiple sources would

be enough to limit the eventual contamination from multiple images already detected (not as

LBGs).

We summarize our selection criteria in Table 3.1, which resulted in a sample of 1818

LBG non-detected candidates to stack: 404 from A2744; 386 from MACSJ0416; 347 from

MACSJ1149; 248 from A370; and 433 from AS1063. For some specific results below, we

restrict the sample even further; for instance, when considering stacking in bins of MF, we

only consider 1805 candidates.

3.3 Stacking

To perform the stacking process for our ALMA data, we used the stacker code devel-

oped by Lindroos et al. (2015). It can stack interferometric data in both uv –i.e. visibilities–

and image domains. For the image domain, the code uses median or mean stacking with
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Table 3.1: LBG Candidate Selection Criteria

Property Criterion

UV slope 1.5 > β ≥ −4

ALMA pb correction pbcorALMA > 0.5

Bright source contamination dist SNR>4 > 5 × bmaj

FDR detections dist SNR>3.5 < 0.5 × bmaj

Multiple images dist mult < 0′′.1

weights depending on the user needs and on previously developed stacking methods, as

commented in the start of this chapter. These weights can be fixed a priori or obtained from

the pb-correction data present in ALMA datasets. The product of this stacking process in

the visibility plane is an ALMA measurement set file, .ms extension, and an image, .image

extension, file for the image stacking. The .ms file can be processed, if needed, to obtain a

.image file. Within CASA, image files can be exported to .fits file if needed and processed

as a standard astronomical image.

In the uv domain, the stack aligns the phases and then adds up the weighted visibilities

following the relation

Vstack(u, v,w) = V(u, v,w)

∑N
k=1 Wk

1
AN (Ŝk)

e
2π
λ iB·(Ŝ0−Ŝk)∑N

k=1 Wk
(3.1)

in which Ŝk and Ŝ0 are unit vectors pointing to the stacking position and to the phase center

of the image, respectively. B is the baseline of the visibility, Wk is the weight of the stacking

position and AN(Ŝk) corresponds to the unitless primary-beam attenuation in the direction

of Ŝk. For this work, uv domain stacking was performed as the main configuration.

As already mentioned, two different weight schemes were applied to the stacking code

and further analysis. One uses the magnification-corrected ultraviolet flux and the other, the

magnification factor of each source. To generate the weight factor, ALMA sensitivity maps
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are also used.

For the UV-flux weight, the factor has the form:

WUV
k =

1(
rmsindiv

ALMA,pbcor

)2 × F2
UV (3.2)

with FUV defined in §2.11 and rmsindiv
ALMA,pbcor the rms error associated to each target. From

the way they are calculated (see Eq. 2.9), they incorporate to the weight the sensitivity of

each position in the ALMA maps –the same primary beam correction values used to create

the image with Natural CLEAN ing method–. This scheme will enhance the contribution

from sources which show a higher ultraviolet flux and, by extension, a larger star formation

activity. When using the magnification factor as part of the weight, the term is

Wµ
k =

(
pbcorindiv

ALMA

)2
× µ2 (3.3)

where µ is the magnification factor. This weight configuration takes advantage of the mag-

nification power of the galaxy clusters. In this way, calculations do not consider intrinsic

flux properties but how good the alignment is between the LBG candidate and the observer.

Both schemes enhance the contributions from sources with better ALMA sensitivities.

This stacking produces an ALMA visibilities file (.ms extension) which can be trans-

formed into an image file (.image) with the task clean. In this image, and given the manner

stacker works, all the original baselines have been shifted to the (u, v) = (0, 0) position

and, by extension, the imaged data will concentrate its stacked flux in the central pixel if the

objects are point-like. If extended sources are part of stacked targets other considerations

must be taken into account.

After stacker is run for each dataset, every stacked image is inspected to determine if

a detection has been achieved. We calculated the detection levels for each stacked image

using the procedure described by González-López, Bauer, Romero-Cañizales, et al. (2017), in
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which peaks (sources) with SNR > 5−σ are iteratively discarded until we arrive at a stable

rms noise value.

On the other hand, to obtain stacked values of IRX, a different method must be employed

in which the ALMA observations are not directly utilized. Each individually obtained IRX

value will be stacked using the weights and methods presented earlier in this text. Following

previous discussions from Bourne et al. (2017) and Koprowski et al. (2018), an appropriate

option to determine the stacked IRX values is using the following formula.

〈IRX〉 =

〈
LIR

L
1600Å

〉
, (3.4)

where, in our case, we produce a weighted “average” for each sub-sample. For our sample,

in bins of redshift, stellar mass and UV-slope and using the median of the subsample rather

than the mean to avoid extreme contribution from outliers. In this way, the stacked IRX can

be obtained as

IRX =

 LIR

L
1600Å

 (3.5)

We adopt this indicator, since it is nontrivial to know, a priori, how the UV and IR lu-

minosities are related. Thus, we stack the individual IRX values and not the separate lu-

minosities. The calculated IR luminosities are provided using the procedure described in

§2.12.

Finally, to investigate the relation between IRX and other parameters, the target stacking

was binned as a function of three different quantities; UV-slope, stellar mass, and redshift.

With UV-slope, targets were stacked in the following five bins: −4.0 ≤ β < −3.0, −3.0 ≤

β < −2.0, −2.0 ≤ β < −1.0, −1.0 ≤ β < 0.0 and 0.0 ≤ β < 1.5. For stellar mass, targets

were stacked in the following nine bins: 6.0 ≤ log (MF/M�) < 6.5, 6.5 ≤ log (MF/M�) <

7.0, 7.0 ≤ log (MF/M�) < 7.5, 7.5 ≤ log (MF/M�) < 8.0, 8.0 ≤ log (MF/M�) < 8.5,

8.5 ≤ log (MF/M�) < 9.0, 9.0 ≤ log (MF/M�) < 9.5, 9.5 ≤ log (MF/M�) < 10.0 and
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6.0 log10(M /M ) < 6.5
6.5 log10(M /M ) < 7.0
7.0 log10(M /M ) < 7.5
7.5 log10(M /M ) < 8.0
8.0 log10(M /M ) < 8.5
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9.0 log10(M /M ) < 9.5
9.5 log10(M /M ) < 10.0
10.0 log10(M /M )
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Figure 3.1: Selection of LBG candidates from UV-slope-photometric redshift plane. Color coding

indicates stellar mass range in which each LBG candidate lies. Vertical and horizontal lines show

divisions between bins in photometric redshift and UV-slope, respectively.

log (MF/M�) ≥ 10.0. When binning by stellar mass, candidates with stellar masses less

than 106.0 M� were excluded from stacking calculations because of their very low expected

luminosities, which will not only add little to the final stacked results but account for sources

that cannot be reached with any existing or projected facility. Finally with redshift, three

sub-samples were utilized: zph < 4.0, 4.0 ≤ zph < 7.0 and zph ≥ 7.0. These divisions were

adopted considering the apparent distribution of redshift values shown in upper panel of

Fig. 2.6.

The choice of bin widths was driven by the compromise of having sufficient numbers of

sources to reap the benefits of stacking and span a relatively wide range in parameter space.

With all the divisions, we have 42 bins with LBG candidates. These bins can be seen

in Figs. 3.1 and 3.2 along with the five UV-slope bins for low-mass candidates. From Fig.
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Figure 3.2: Selection of LBG candidates from stellar mass-photometric redshift plane. Color

coding indicates UV-slope (β) range in which each LBG candidate lies. Vertical and horizontal

lines show divisions between bins in photometric redshift and stellar mass, respectively.

3.2, we can note that only a small fraction of our candidates are not suitable for our stacking

procedure and further analyses (13 low-mass sources, less than 1% of the total sample).



4
Results

We describe below the main results obtained for the individually detected sources pre-

viously reported in §2 as well as from stacking ALMA data and IRX values of our sample.

4.1 Individual results

With the individual luminosities obtained with the use of the graybody SED and ourHST

photometry, we are able to derive infrared excesses, or their upper limits, and compare them

with previously calculated properties for each LBG candidate. Mainly, the comparisons will

be performed with the UV slopes and the stellar masses of the targets.

Some properties from our ALMA detections (§3.2) are listed in Table 4.1. And a wider

set of properties, for all of our candidates, is listed in the tables of Appendix B. Furthermore,

stamps showing their ALMA fluxes and their surroundings can be seen in the figures of

Appendix C.

4.1.1 Individual ALMA peak fluxes

The mean and peak distributions of SNR values for our 1821 candidates are shown in

Figs. 4.1 and 4.2 respectively. As already mentioned in §2.10, all our targets exhibit SNR

values lower than |±5.0|. The mean SNR distributions for each redshift bin are centered

around ∼0 as expected, while the peak SNR distributions are centered around ∼1 as a result

of selecting the peak pixel which arises within half a beamwidth; this conservatively biases

the maximum flux associated with a candidate to higher values. Both distributions appear

45
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roughly Gaussian. Their peak fluxes are distributed as shown in Fig. 4.3. Most of them are

located between ∼ −150 µJy and ∼250 µJy. They also exhibit one noticeable peak at 50

µJy.

3 2 1 0 1 2 3 4
Peak Signal to Noise

0

20

40

60

80

100

120

140

160

N

z < 4.0
4.0 z < 7.0
7.0 z

Figure 4.1: Distribution of peak signal-to-noise ratios for our candidates in the ALMAmaps. Each

sub-sample (represented by a different color) shows LBG candidates within each photometric

redshift bin.

From our sample, we find three (3) candidates with SNRindiv
peak > 4.1 (see Table 4.1). Based

on the results from §2.10, we expect about 0.5 candidates out of 3 will be false positives

(ρFDR = 0.15). Thus, with only have three detected candidates, we hardly expect one of

them to be a false positive.
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Figure 4.2: Distribution of mean signal-to-noise ratios for our candidates in the ALMA maps.

Each sub-sample (represented by a different color) shows LBG candidates within each photo-

metric redshift bin.

4.1.2 Individual UV and IR luminosities

Following the steps described in §2.11 and §2.12, the photometry measurements obtained

withHSTwere utilized to calculate UV luminosities for each LBG candidate, and themodified

blackbody SED for the IR luminosities. It is important to recall that the IR values have been

rescaled to our ALMA peak fluxes with the use of Eq. 2.12.

The distributions of the individual UV and 2−σ upper limits for IR luminosities are shown

in Figs. 4.4 and 4.5, respectively.

For the magnification-corrected UV luminosities, there is a broad peak at around 109.2 L�

for the two lower redshift bins (z < 4 and 4 ≤ z < 7) and for the higher redshift bin,

there is relatively flat source distribution between 108.5 L� and 1010 L�. For all three bins,
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Figure 4.3: Distribution of peak fluxes for our candidates in the ALMA maps. Each sub-sample,

represented by a different color, shows LBG candidates within each photometric redshift bin.

the values range from 107.5 L� to 1011 L�, effectively probing apparent SFRs in the range

∼0.005−20M�yr−1 (e.g., Calzetti, 2013). We see that the peaks for each redshift range shift to

slightly higher luminosities with redshift (but lower UV magnitude, as shown in Fig. 2.9). In

the case of the three detections, UV luminosities range from 108.6 L� to 109.6 L�. In general,

the UV luminosities probed here are lower than the values presented in other works (see

Narayanan et al., 2018; Reddy, Oesch, et al., 2018).

The magnification-corrected IR luminosity limits of the LBG candidates exhibit a some-

what different behavior from the UV luminosities. Due to the nature of the K-correction

on the long wavelength side of the graybody SED, higher redshifts probe somewhat lower

IR luminosities. Specifically, we find that the z < 4, 4 ≤ z < 7, and z ≥ 7 bins are cen-

tered around values of ∼1012.2, ∼1011.6, and ∼1011.5 L�, respectively. And with our imposed
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Figure 4.4: Distribution of UV luminosities in our sample. Each sub-sample (represented by a

different color) shows LBG candidates within each photometric redshift bin.

maximum magnification of 10, coupled with the relatively uniform rms limits, we see that

each photometric redshift subsample spans roughly 1 dex in luminosity. Thus, the two

highest redshift bins probe IR luminosity limits of ∼1011.2–1012.1 L�, or equivalently 30–300

M� yr−1, while the z < 4 bin probes to ∼1011.7–1012.8 L�, or equivalently 90–900 M� yr−1 (

e.g., Calzetti, 2013). Our detected LBGs have IR luminosities which range from 1011.8 L� to

1012.4 L�, showing a narrower range than that of the upper limits.

4.1.3 Individual IRX-β relation

After obtaining UV-slope estimates, we compare them to other relevant properties of the

LBG candidates in Fig. 4.6, adopting 2−σ upper limits.

The most prominent trends we see in the IRX-β diagram are with SFR and MF (third
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Figure 4.5: Distribution of IR luminosities (2−σ upper limits) in our sample. Each of the three

sub-samples (represented by different colors) shows LBG candidates within the corresponding

photometric redshift bin.

and fourth panels in Fig. 4.6), where higher –lower– upper limits tend to lie to the lower

right –upper left– closer –further away– from the local relations, respectively. This is due in

part to observation bias, coupled with the MF-SFR main sequence relation. We detect LBG

candidates spanning ∼3dex in mUV or LUV (bottom panel), while our IR limits only span

1dex. Thus the highest MF-SFR sources have the lowest IRX limits, and vice versa. this

trend extends into the zph and µ panels with lower redshift and higher µ sources (i.e., lower

LUV candidates) having higher IRX limits, respectively. There appears to be a mild intrinsic

trend between higher –redder– β values and higher MF.

Apart from the individual results, in each subplot, we include four IRX-β relations from

previous works presented in §2.13. A large proportion of our candidates lie above the curves,

with only ten (10) LBGs located completely below at least one relation. Given the dispersion
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Figure 4.6: Infrared Excess (IRX) 2-σ upper limits vs. UV-slopes (β) for each LBG candidate.

Downwards arrow lengths denote the 1-σ errors. From top to bottom, colors represent: photo-

metric redshift (zph), magnification factor (µ), Star Formation Rate (SFR), Stellar Mass (MF) and

UV Luminosity (LUV). Local relations have been added.
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in these local relations, however, all we can say is that our individual limits remain consistent

with the relations.

4.1.4 Individual IRX-MF relation

To analyze the correspondence between the IRX ratios and the stellar masses derived

from FAST++, we can interpret the information represented in Fig. 4.7, which only depicts

upper limits. We color-code the LBG candidates as functions of redshift, magnification, SFR,

β, and LUV.

As in §4.1.3, we see a number of trends in the IRX-MF diagram as functions of µ (second

panel), SFR (third panel), β (fourth panel), and LUV (fifth panel). Unsurprisingly, higher mag-

nifications allow us to probe lower stellar masses. MF is related to SFR and LUV following

from the star-formation main sequence. And we now see more clearly a MF and β trend,

such that more massive systems (which have built up more metals and dust) tend to show

higher extinction.

We included, also, the curves for five IRX-MF relations from previous works as described

in §2.13. Again, the vast majority of our 2−σ upper limit IRX constraints lie above the

relations, with only two objects located below at least one curve. Factoring in the dispersion

in these relations, our individual limits remain consistent with the relations. The massive and

luminous LBG candidates which lie closest to the relations all have high (z&6) photometric

redshifts and low magnifications, and hence comprise the rare, bright end of the high-z

population.

4.2 Stacking results

To gain further insights into the LBG population, we used stacker to perform uv-

stacking on all five ALMA cluster datasets. We stacked the LBG detections and non-detections

separately. As cross-checks to determine if the stacker results are behaving as expected, we



4. RESULTS 54

6 8 10

0

2

4

lo
g 1

0(
L IR

/L
UV

)

Consensus
M18
F17
B16
H14

0

2

4
lo

g 1
0(

L IR
/L

UV
)

Consensus
M18
F17
B16
H14

0

2

4

lo
g 1

0(
L IR

/L
UV

)

Consensus
M18
F17
B16
H14

0

2

4

lo
g 1

0(
L IR

/L
UV

)

Consensus
M18
F17
B16
H14

6 8 10
log(M /M )

0

2

4

lo
g 1

0(
L IR

/L
UV

)

Consensus
M18
F17
B16
H14

2

4

6

8

z p
ho

t

0.2

0.4

0.6

0.8

1.0

lo
g 1

0(
)

2

1

0

1

lo
g 1

0(
SF

R/
M

yr
1 )

4

3

2

1

0

8

9

10

lo
g 1

0(
L U

V/L
)

Figure 4.7: Infrared Excess (IRX) 2-σ upper limits vs. stellar masses for each LBG candidate.

Downwards arrow lengths denote the 1-σ errors. From top to bottom, colors represent: pho-

tometric redshift (zph), magnification factor (µ), Star Formation Rate (SFR), UV slope (β) and UV

Luminosity (LUV). Local relations have been added.
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Table 4.2: uv-stacking results for detected LBG candidates.

Weighta log (LIR/LUV)bCLEANc Fstack
peak

d,e SNRstack
peak

f

[µJy]

µ 3.19
Natural 257 ± 60 4.28

Taper 341 ± 82 4.16

FUV 2.76
Natural 273 ± 69 3.96

Taper 361 ± 173 2.09

aWeight associated to each candidate (see §3.3).
b Stacked IRX value (see §3.3).
cCASA CLEANing method used to obtain the stacked image

stamp. d Peak flux density within a 0′′.5×0′′.5 box centered

on the average source position in the stacked image.
e rmsstack derived following Eq. 2.9.
f SNRstack

peak = Fstack
peak / rmsstack.

also performed image-stacking in a very simplemanner (with the output files from CLEAN ing

with CASA) using Python scripts and generated rough IRX (and IR luminosities) predictions

based on local IRX-β and IRX-MF relations.

Some caution has to be taken, in general, with stacked results (using some weight con-

figuration) since they will be highly biased towards the candidates which have the highest

weights in the process. Because of this, weighted stacking can be useful as to show the

general trend our candidates follow rather than precise values.

4.2.1 Detected LBGs Stacking

ALMA data and IRX ratios from our three detected LBGs were stacked using both weights

described previously. With only three objects before weighting, these stacking constraints

are of limited utility.

The uv-stacking results for our three detected LBGs are presented in Table 4.2 and
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Figure 4.8: uv-stacked image stamps for detected LBG candidates, where panels denote specific

weighting configurations (left: µ; right: FUV) and CASA CLEAN ing procedures (upper: Natural;

lower: Taper). Color scale spans −100µJy to +100µJy range. White ellipses represent the

synthesized beam size, while white bars in the right corner denote 5′′ scale.

Fig. 4.8. We see only verymodest decreases in the stacked rms over the individual cluster rms

(Table 2.1), due to the small numbers of sources contributing to the weighted stacked images

coupled with the contributions from the PB-corrections. We find that the FUV-weighted stack
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delivers marginal detection levels, with SNRstack
peak≈4.0 for the natural image and SNRstack

peak≈2.1

for the tapered image. This stack is dominated by the UV-brightest source (∼80%), which

has a SNRindiv
peak≈4.1. The slightly lower SNR in the stack presumably reflects the fact that

the individual values are obtained from arbitrary positions within a half beam of the LBG

coordinates (maximum value pixel) and its relatively compact extension on the map. Thus

when combining sources, the peak location from this source may be combined with rela-

tively low values from other sources in the stack at that pixel. For the µ-weighted stack,

we recover more secure detections, with SNRstack
peak≈4.3 and ≈4.2 for the natural and tapered

images, respectively. These are higher than the median SNR from the individual sources.

This behavior complements the result from the FUV-weighted stack since, the source with

the highest µ-weight appears considerably more extended over the ALMA maps. Thus, the

likelihood of obtaining stacked pixels with strong detection levels is higher.

Table 4.2 also presents the stacked IRX values for our detected LBGs. From their high

infrared luminosities, elevated infrared excesses are obtained, with log (IRX) = 3.19 and

log (IRX) = 2.76 for the µ-weighted and FUV-weighted stacks, respectively.

4.2.2 Upper Limits ALMA Stacking

Stacked image stamps for two example configurations are presented in Fig. 4.9 (4.0 ≤

z < 7.0 and −4.0 ≤ β < −3.0) and Fig. 4.10 (z ≥ 7.0 and 6.5 ≤ log (M?/M�) < 7.0).

We list the uv-stacking results for several different configurations in target binning we

used –photometric redshift, stellar mass and UV-slope– in Tables A.1, A.2, and A.3 of Appen-

dices A.1 and A.2, respectively.

As expected, there is a noticeable reduction in the rms errors for all stacked images which

contain more than a few sources, and these are generally lower than the smallest rms from

the individual maps. With the large number of undetected LBG candidates in some bins, we

achieve stacked rms values as low as ≈5µJy. This highlights the power of stacking to reduce

the errors and increase the signal accordingly by ∼
√

N .
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Figure 4.9: Example stamps from uv-stacked LBG candidates using one specific UV-slope and

zph –−4.0 ≤ β < −3.0 and 4.0 ≤ z < 7.0–. Upper row shows images using Natural CLEANing in

CASA and lower row exhibits images with Taper CLEANing. Panels denote specific weighting

configurations (left: µ; right: FUV) and CASA CLEAN ing procedures (upper: Natural; lower:

Taper). Color scale spans −100µJy to +100µJy range. White ellipses represent the synthesized

beam size, while white bars in the right corner denote 5′′ scale.

An important detail to highlight is related to the signal enhancement that stacking can

produce. Given that our method to obtain peak fluxes (cf. §2.10) involves looking for the
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Figure 4.10: Example stamps from uv-stacked LBG candidates using one specific Stellar Mass

and zph –7.0 ≤ log (M?/M�) < 7.5 and z ≥ 7.0–. Panels denote specific weighting configurations

(left: µ; right: FUV) and CASA CLEAN ing procedures (upper: Natural; lower: Taper). Color scale

spans −100µJy to +100µJy range. White ellipses represent the synthesized beam size, while

white bars in the right corner denote 5′′ scale.

brightest pixel within a box, SNR values will not be obtained from the exact same position

for each source. As a consequence, stacked SNR levels do not scale directly with each of the

individual targets. With this in mind, after stacking ALMA upper limits, we find that none of
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our β or MF stacked bins result in clear detections. From Tables A.1 and A.1 and A.3, there

are only a few bins with even a marginally significant result (i.e., SNR∼3.5): 13 zph ≥ 7.0

targets with UV-slopes between −2.0 ≤ β < −1.0 with µ weighting for Natural CLEAN ing;

8 zph ≥ 7.0 targets with stellar masses between 6.5 ≤ MF/M� < 7.0 with FUV weighting

for Natural CLEAN ing.

4.2.3 Stacked IRX-β relation

Figure 4.11 shows the results of the stacking of the IRX values with respect to β bins

and separated by photometric redshift ranges. For the sake of completeness, we also plot

the ALMA detected LBG candidates alongside the stacking results and data for three local

star-forming galaxies: M82 (Förster Schreiber et al., 2003; Dale et al., 2007; Greco et al., 2012),

NGC7552 (Dale et al., 2007; Wood et al., 2015) and NGC7714 (González Delgado et al., 1999;

Brandl et al., 2004; Brown et al., 2014). These local galaxies have a range of MF∼108.7–

1010.7 M� and SFR∼1–10M� yr−1, with M82 being perhaps the most reasonable “match” to

the more massive LBG candidates. Some β bins do not show points because there are no

candidates which meet those redshift and β requirements. Related to the same issue –not

enough number of candidates in some bins–, lower-β bins tend to show higher IRX limits

because there are not enough sources to lower the IR luminosities, and, by extension, the

stacked IRX values.

The detected LBG candidates generally have lower UV-slopes (less extinction), much

lower stellar masses, and higher or comparable IRX values to the local objects. The limits

for the FUV-weighted limits are systematically lower than the detections and show similar

or lower IRX values than the local objects despite having similar stellar masses.

In all three redshift bins, we see that the FUV-weighting produces much lower median

IRX constraints than the µ-weighting. This is perhaps no surprise, given the previously men-

tioned correlation between stellar mass and LUV (or equivalently FUV over limited redshift

ranges) in §4.1.4. Indeed, the most massive and UV-luminous LBG candidates in Fig. 4.6 are
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Figure 4.11: Stacked 2−σ infrared excess ratios upper limits vs. UV-slopes. Circles show the

use of magnification factors and diamonds, the use of UV fluxes as weights (see §3.3). Each

panel shows results for each bin in photometric redshift along with data points for local star-

forming galaxies (M82, NGC7552 and, NGC7714). Downwards arrows show 1-σ errors in IRX.

Horizontal errorbars indicate limits of the 16th and 84th percentiles of the β distribution in each

bin. Yellow crosses show individual ALMA detections.

the ones with limits closest to the local relations. In contrast, the individual high magnifica-

tion LBG candidates generally have high IRX values, and thus the stacked bins generally lie

well above the FUV-weighting ones. Likewise, the lowest β bins (β<− 2) have systematically

higher IRX limits, mirroring the trend seen in the individual limits of Fig. 4.6.

The FUV-weighted limits at z < 4 remains well above the local IRX-β relations, demon-

strating that at least 1-dex deeper IR constraints are needed to start placing meaningful

constraints on even the most luminous z∼2–4 LBGs, and 2–3 dex more for the bulk of the

population. At higher redshifts, the results appear more encouraging, as the limits on the

most UV-luminous objects are approaching those of the local relations. Unfortunately, the

low numbers of sources in these high-redshift bins mean the results are subject to small num-

ber statistical uncertainties, and thus we can solely say that they remain marginally consistent

with the local IRX-β relations at the depths we probe.
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Figure 4.12: Stacked 2−σ infrared excess ratios upper limits vs. stellar mass. Circles show the

use of magnification factors and diamonds, the use of UV fluxes as weights (see §3.3). Each panel

shows results for each bin in photometric redshift along data for local star-forming galaxies (M82,

NGC7552 and NGC7714). Downwards arrows show 1-σ errors in IRX. Horizontal errorbars

indicate limits of the 16th and 84th percentiles of the MF distribution in each bin. Yellow

crosses show individual ALMA detections.

4.2.4 Stacked IRX-MF relation

In Fig. 4.12, the results of the stacking of the IRX values are shown with respect to stellar

mass bins and separated by photometric redshift ranges. For the sake of completeness, we

also plot the ALMA detected LBG candidates alongside the stacking results.

Mirroring the individual trends found in §4.1.4, we see that lower stellar mass bins gen-

erally have higher IRX limits across all redshift ranges. This is related to the fact that MF

correlates with SFR, and hence LUV, following from the star-formation main sequence, as

well as to the relative numbers of LBG candidates used.

An important point to highlight is that, just as mentioned in the previous section, stacking

with µ-weighting gives higher IRX values than FUV -weighting in general.

Again, the most massive and UV-luminous LBG candidates in Fig. 4.12 are the ones with

limits closest to the consensus relations in each redshift regime. At the moment, our limits

remain consistent with these relations, and IR limits at least 1-dex deeper will be needed to

start placing meaningful constraints on the current consensus relations.
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Discussion

5.1 Individual constraints

If we analyze the properties from our sample (UV-slope, stellar mass, UV magnitude),

we can for instance compare their distribution with that from B16, where 330 LBGs were

studied and six "detections" were obtained with ALMA observations. In their Fig. 2, they

present the histograms for these properties as a function of drop-out bins. For the β values,

a peak near β∼ − 2.2 can be seen in their and our (Fig. 4.4) sample and the shapes of the

overall distributions are analogous. The bulk of both distributions are located in the range

−3.5 . β . 0.5.

For the stellar masses, both distributions (our and B16; see Fig. 2.11) peak at a similar

value around log (MF/M�) = 8. However, our sample effectively probes one order of

magnitude lower than B16 due to the magnifying power of galaxy clusters.

In the case of UV apparent magnitudes, our magnification-corrected magnitudes (upper

histogram in Fig. 2.9) show a somewhat different arrangement from that in B16. Although

both samples start at very similar magnitudes (mUV∼24), our candidates reach two magni-

tudes deeper (mUV∼32) than the ones from B16, which again is explained with the use of

highly-magnified fields. One similarity both sets bear is related to the peak values. Data

from B16 peaks in a range of magnitudes (28 . mUV . 29.5). Interestingly, our low-redshift

sample peaks at mUV∼28.5 and the mid-redshift bin has its peak at mUV∼29.5.

63
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5.1.1 Detected LBGs

It is disappointing that so few of the LBGs are detected outright in the Frontier Fields

sample, despite the potential opportunities for strongly lensed signals. Overall, we detect

only three sources with SNR&4.1, all from the AS1063 field. The latter fact may imply that

these detections are an unusual anomaly rather than representative of the LBG population as

a whole. With so few sources, the stacking results do not provide any insightful information.

The non-detections in the other fields, particularly from ASPECS (B16) hints at the fact that

the intrinsic IR emission from these objects is likely to be quite faint. Our results are consistent

with many past works (Bouwens, Aravena, et al., 2016; Casey, Scoville, et al., 2014; Fudamoto

et al., 2017; McLure et al., 2018; Takeuchi et al., 2012; Álvarez-Márquez et al., 2016; Heinis

et al., 2014; Barisic et al., 2017; Bowler, Bourne, et al., 2018; Bourne et al., 2017).

Regardless of their scarcity, some comments can be still made on our detections. Stacked

IRX values are depicted in Figs. 4.11 and 4.12. Given that they are detections, the IR lumi-

nosities they show are higher than an important fraction of our sample. For this reason, they

appear in the upper regions of the plots.

5.1.2 Upper Limits and previous works

IRX-β and previous results

Figure 4.6 shows the distribution of our sample over the IRX-β plane color-coded by five

different quantities. Along with this distribution, we included four different relations from

past works which have been described in §2.13: M99 IRX-β relation by Meurer et al. (1999),

SMC IRX-β relation (Smit et al., 2016), Takeuchi et al. (2012) and Casey, Scoville, et al. (2014)

relations.

We can see that a large proportion of our candidates lie well above the relations already

mentioned. Only ten (10) points are located below, at least, one of the curves. And only one

of these lies beneath the SMC IRX relation. This shows that most of our upper limits are
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compatible with all our studied IRX-β relations. It is pertinent to mention that the candidates

situated between M99 and SMC relations have high photometric redshifts; they are in the

interval zph = 5.36−7.84 with a mean value of zph = 6.25 and four of them show, exactly, the

same photometric redshift: zph = 6.32. The UV luminosities from these candidates lie in the

rightmost side of their distribution –i.e. they tend to have higher ultraviolet luminosity values–

and the contrary happens with their IR luminosities. The combination of both behaviors leads

to having lower IRX values and, thus, being below some of the previous IRX-β relations.

Targets which lie below β = −2.23, which represents the intrinsic, non-dust-obscured,

UV-slope value from Meurer et al. (1999), cannot be compared directly with the mentioned

relations as they do not cover the same region of the parameter space. Previous relations

were developed from sources which have UV-slopes values higher than the intrinsic value

β = −2.23 and, as mentioned in §2.13, from local galaxies. Another reason to avoid a proper

analysis of the candidates with low UV-slope values is our impossibility to reach targets

with a combination of low UV-slopes and low IR luminosities with the currently available

instrumentation. We do not have the capabilities to study the behavior of LBGs for very low

β values and, eventually, extend known relations.

In addition to those barriers, having mostly upper limits makes the construction of a fit

for our data more challenging than with regular data points. For this reason, we do not

attempt the search for a mathematical expression of the correlation between IRX and β as

well as MF.

Regarding a possible evolution of the IRX relations with redshift –as mentioned, for in-

stance, by F17–, and given that most of our sources are IRX upper limits, it is not possible to

establish a bona fide relation for their values as a function of redshift. We can only observe

(uppermost panels in Figs. 4.6 and 4.7) that, roughly, upper limits with lower redshifts tend

to exhibit higher IRX ratios. From this, the only viable interpretation is that our sources do

not contradict what other works have concluded.

The sole feature it is possible to comment about low-β candidates is that they display,

as a whole, the lack of targets with low IRX values. This might be a consequence of the
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deficiency of bluer targets with, also, high enough infrared luminosities.

It is also possible to compare our upper limits in the IRX-β space with the values found by

Salim and Boquien (2018). They examined more than 20, 000 low-redshift galaxies (z < 0.3)

from GALEX-SDSS-WISE Legacy Catalog 2 (GSWLC-D2). The loci of their galaxies in the

IRX-β plane is consistent with an important fraction of our sample. More importantly, the

presence of some of our upper limits for high β sources below M99 indicates a very good

match with their results. This situation is not replicated with other works considered here

–Takeuchi et al. (2012) and Casey, Scoville, et al. (2014)– in which their sources with β > 0

have higher IRX ratios. We can see that the sample used by Salim and Boquien (2018) is

located, mostly, below M99 and it shows a less abrupt slope for galaxies with β& − 0.5 than

that from the relations presented in 2.13. Our upper limits also exhibit this behavior but the

only effect we can extract is that we put some constraints that can push previous results at

high-redshift objects in the same way that Salim and Boquien (2018) do for local galaxies.

In addition to this, we highlight that a significant minority of their sample are located above

previous relations in the range −2.0.β.−0.5. As mentioned in §4.1.3, we obtained 10 upper

limits lying underneath M99 but only two of them cover the mentioned range in β. Despite

their low number, they allow us to put relevant constraints and create some mild tension

over that fraction of the local sample from Salim and Boquien (2018).

IRX-MF and previous results

Individual results for IRX values vs. stellar mass are shown in Figure 4.7. Along with

them, we have plotted five relations which come from previous works (F17; M18; B16;

H14described with detail in §2.13). These relations have been depicted from a stellar mass

value of log (M?/M�) = 6.0 since our stacking bins have the same starting point and the

works already mentioned start their studies from that value and above.

It is relevant to mention that all but two upper limits lie above the curves. Two other

points, which have the highest stellar masses, are close to the IRX-MF relations. And, just as
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the observed behavior with the UV-slope, candidates with lower stellar mass values do not

reach to as low infrared excesses as their higher mass counterparts.

For the same reasons exposed in §5.1.2, we have not tried to fit a curve to our upper

limits.

Most of the recent works shown here agree on the fact that star-forming galaxies up to

around z∼3–4 follow more closely the M99 IRX-MF relation than an SMC-like curve. Our

IRX-MF upper limits show that, for high β bins (β & −1.0), the M99 relation is pushed

strongly for higher photometric redshift bins. This is patent for some bins stacked with FUV

as weights. They go low enough to be more compatible with the SMC curve –as it has been

suggested, for instance, by Koprowski et al. (2018) and Fudamoto et al. (2017)–.

Despite the fact that B16 have, in general, similar distribution in such important proper-

ties, the obtained results are not that similar in terms of how deep in IRX values we reach.

Individual upper limits from B16, their individual upper limits do not go higher than

log (IRX) = 2.8 for their z∼2−3 sub-sample and log (IRX) = 1.9 for the z∼4−10 galaxies

while our candidates reach higher infrared excess ratios by ∼1.5 dex for our z < 4.0 and

4.0 ≤ z < 7.0 bins and by ∼0.5 dex for the 7.0 ≤ z LBGs. Regarding the lower part of the

IRX distribution, our low redshift sample (z < 4.0) is located above the respective bin from

B16 by ∼1.0 dex for all our bins.

Comparing our limits with what has been obtained by F17, we can notice that our IRX

upper limits, for comparable β and MF ranges, can reach∼0.5 dex higher than their sources.

Since they have similar noise levels for the ALMA observations, this discrepancy can be

explained from the fact that their sample is composed of sources with higher stellar masses

(MF∼1010.7M�). Our lower values are translated into lower LUV which, as a consequence,

return higher IRX ratios.
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5.1.3 MF-β correlation

As mentioned in §4.1.4, we see a fairly clear trend between MF and β. To place this

in better context, we plot in Fig. 5.1 the relation between UV-slope and stellar mass directly

for our sample. Under the assumption that all star-forming galaxies have similar intrinsic

UV slopes, M18 used the values of β as a proxy for the UV attenuation (A1600). They fit a

third-order polynomial to a mass-complete sample of star-forming galaxies selected from the

HUDF (with stellar masses in the range 8.5 < log (M?/M�) < 11.5, with a 1.1mm depth of

35µJy beam−1) and obtained the relation plotted in the dashed blue line in Fig. 5.1.
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Figure 5.1: UV-slope (β) vs. stellar mass (MF) for our selected LBG candidates. Colors represent

our bins in photometric redshift (both point and polynomial fitting lines). Blue dashed line

represents fit from M18 for their sample with stellar masses log (MF/M�) ≥ 8.5 and green solid

line shows our third-order polynomial fit (Eq. 5.1).

We performed the same experiment using our full LBG sample down to a mass of
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log (MF/M�)=6.0. We caution that this limit is likely substantially below the nominal mass

completeness threshold in the HFFs, which should be similar to that of the HUDF at z∼3

(e.g.,&108.5 M�; see Fig. 2.11). Due to the lensing amplification, we do expect to find at least

some representative sources among the lower mass LBGs in our sample, but we could have

strong selection effects that bias the resulting fitted relations at low stellar masses.

Nonetheless, applying a third-order polynomial fit to our MF and β values, we find

β = −0.901 + 0.809X + 0.189X2 + 0.027X3, (5.1)

in which X = log (MF/1010M�). Similar exercises were performed binning the sample in

our adopted redshift bins. The z < 4.0 trend is nearly identical to the full sample, due in

large part to the fact that such low-redshift sources account for the majority of our sample

(1221 candidates). However, the trends found for the higher redshift bins remain consistent

within the dispersion. Within the mass-complete range of 8.5 . log (M?/M�) . 10, our

fits appear to be consistent with that of M18, particularly in the low-redshift bin (within 0.25

dex), which is most comparable to the range they studied.

Pushing below stellar masses of ∼108.5 M�, we observe a smooth trend toward lower

(bluer) β values, consistent with expectations from increasingly metal-poor stellar popula-

tions.

5.1.4 Candidates with log (MF/M�) < 6.0

When using stellar mass bins for the stacking, we only considered LBG candidates for

which their value was higher than 106M�. This was because we only wanted sources that

were available to be detected, at least slightly, with an instrument as ALMA and to compare

them with previous relations which have been developed for higher stellar masses.

From the 1818 non-detected candidates in our initial sample, 13 of them are in this

low-mass range and were not considered for the results shown in §4.2 –which takes only

1805 candidates into account–. Regarding photometric redshift bins, eight of our low-mass



5. DISCUSSION 70

candidates have a zph below 4.0, five of them are in the range 4 ≤ zph < 7.0 and none of

them have a photometric redshift higher than 7.0.

These candidates can be stacked in the same manner as the other samples –i.e. different

weights and CLEAN ing methods–. The results of the uv-stacking are summarized in Table

A.4. In general, the flux levels found after this process are not enough to consider them

useful for our purposes. The highest obtained signal-to-noise ratio is 0.78 for mid-redshift

candidates with Natural CLEAN ing. This confirms our initial decision of not using them for

the stellar mass stacking.

5.2 Stacked properties

We can compare our stacked limits with other works. Stacked sources from B16 show

IRX values which go as low as log (IRX) = −0.2 for upper limits and log (IRX) = 0.5 for

detections. As it can be seen in Figs. 4.11 and 4.12, our stacked excessess can reach ∼1.0 dex

higher. Part of the factors that can have an effect on the large difference are associated to the

depth in the ALMA and HST data they reach. Our noise levels for the ALMA observations

of the five clusters go from 55µJy to 71µJy whereas B16 have a rms value of 12.7µJy (at

least, four times lower than our deepest map). Thus, they have access to lower values in IR

luminosities which, in turn, lead to lower IRX limits.

5.2.1 Considerations on stacking weighting

After stacking our data, we can, certainly, retrieve information from deeper objects and

their properties. In spite of that, the obtained values have to be regarded with some reserva-

tions. Since we need to define the necessary weights to apply either a median or mean to the

desired properties (see §3.3), any stacked result will be biased towards the candidates with

the highest weights.

As a way to illustrate this mathematical effect, we can describe the case of IRX stacking
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Figure 5.2: UV luminosities (§2.11) vs. UV fluxes (see §2.6) from our LBG sample. Colors repre-

sent the photometric redshift subsample of each candidate.

with UV fluxes as weights. Since there is a correlation between UV fluxes and UV luminosities

(see Fig. 5.2), we can expect that stacking results will be skewed towards the candidates with

higher UV fluxes and, thus, higher UV luminosities. This will result in lower stacked IRX

values, which is not, necessarily, an expression of the behavior of most LBG candidates.

For this reason, any stacked IRX value has to be considered as a manifestation of the

influence of the candidates with the highest weights and not as a true expression of the

overall trend from the full studied sample.

In the same line, using different weighting and binning schemes can lead to several signal

enhancements. We can deduce, from those results, that when using the appropriate blend

of weights and bins, it is not completely necessary to have a large set of targets to reach

acceptable signal levels. This has, as a downside, that reaching a useful signal level is the
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result of an ad-hoc solution for the stacking and not the outcome of a standard procedure.

5.3 LBG density

To assess the quality of the sample we have examined, we calculate, roughly, the density

of LBGs per angular area. The use of highly magnifying clusters affects the way background

sources are observed. Thus, we need to obtain the source-plane observed area rather than

the image-plane area to compute the desired density. A simple method to calculate this is

through “demagnification” of each individual LBG surrounding area. For each candidate, we

assume an area equal to the size of the synthesized beam of every ALMA map centered on

their positions. Then, we divide this value by the magnification factor to retrieve the area

of the observed LBG in the source plane. After this, we add all the individual LBG areas up

to obtain a value which can be compared with that of the image plane. Finally, the ratio

between the image and source planes areas can be utilized to retrieve an estimate of the total

source plane area covered by our ALMA observations.

From this procedure, we obtain that the image-plane area covered by our observations

is 2.86 times the source-plane area. Translating this into our full maps and recalling that

each of HFF clusters was covered by a ≈2′′.1 × 2′′.2 ALMA mosaic (González-López, Bauer,

Romero-Cañizales, et al., 2017), the effective source-plane area covered by us is ≈1′′.24× 1′′.3

per cluster. This makes a total area of ∼8 arcmin2, in contrast with the ∼23 arcmin2 image-

plane area reported by González-López, Bauer, Romero-Cañizales, et al. (2017) which is used

in this work.

With this, we can obtain an estimate for the intrinsic density of LBGs per unit area. A

simple ratio of our 1821 studied sources over the effective area covered by ALMA gives a

value of, approximately, 230 LBGs per arcmin2 (either as upper limits or as detections). To

establish a reference with other ALMA observations, B16 studied 330 LBGs over a 1 arcmin2

region of HUDF. And F17 examined 67 star-forming galaxies in an area of 39′′×39′′, which

corresponds to a density of ≈160 sources per arcmin2.
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Conclusions

In this work, we utilized ALMA 1.1mmmosaic images from five out of six Frontier Fields

clusters with rms values between 55µJy and 71µJy to place constraints the IR excesses

of 1821 UV-selected LBGs as functions of their UV-slopes, stellar masses, star formation

rates, and photometric redshifts. After correcting for magnification, we effectively probe

LBG candidates with rest-frame UV magnitudes ranging from ∼33 to ∼23 ABmag.

Noise levels in the ALMA maps, as well as the intrinsic fluxes from each LBG candidate,

did not allow to treat them all as proper detections. We set a detection threshold of 4.1−σ.

More than 99% of our sample had to be considered as upper limits and the rest, three LBG

candidates, were considered as proper detections. These three detections are all located in

one cluster (AS1063).

Comparing our 1818 IRX 2-σ upper limits with previous IRX relations (IRX-β and IRX-

MF), we find that the vast majority of our limits lie above locals and Consensus relations,

with only 10 LBGs constrained to lie below the M99 IRX-β relation and only one below the

M18 IRX-MF.

To increase the probabilities of obtaining useful results, we divided candidates into bins of

stellar mass, UV-slope and photometric redshift, in order to perform stacking of their obser-

vations with ALMA using stacker software. Stacking allowed us to reach better sensitivities

without using longer observation times.

uv-stacking was implemented with a weighted median to avoid extreme influence from

outliers. Two weight schemes were devised; one combining the primary beam corrections

and the magnification factors, and the other combining primary-beam-corrected rms errors

and magnification-corrected UV fluxes. In this way, we explored, separately, the properties

73
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from the galaxy clusters and the LBG candidates themselves. With these configurations, we

stacked the ALMA observations and computed the stacked IRX values. We caution that our

choice of weights can skew the stacking results to the more massive sources.

Despite all combinations of UV-slopes, stellar masses, photometric redshifts, and weights,

the uv-stacking of ALMA upper limits failed to deliver any SNRs which could be considered

as a detection.

The vast majority of our stacked IRX values lie above all local IRX-β and IRX-MF rela-

tions, although we have a few bins constrained to lie below the M99 IRX-β and Consensus

relations. Apart from these results, which create mild tension with previous relations, IRX

stacking constraints are not in contradiction with previous results, given the likely scatter.

We also investigated the correlation between β and stellar mass for our candidates. De-

spite the significant spread and the incompleteness below stellar masses of ∼108.5 M�, we

observed a clear and smooth trend which extends to lower masses and bluer (lower) β values,

which is consistent with expectations from previous works.

From the point of view of stacking, one consideration is related to our strategy of adopting

stacking positions centered on the UV position of the LBG, as opposed to the peak pixel

within one ALMA beam of the LBG. The former will deliver a less biased result, but could

fail to account for potential physical offsets which might be expected since the peak of the

unobscured star formation is unlikely to coincide exactly with the peak of the observed star

formation.

In order to improve upon our results, we would need to extend considerably the depth

and sensitivity of our observations to lower the average rms by at least a factor of several and

ideally >1 dex. Since reducing noise levels to this extent is expensive in terms of observation

time, one strategy that can be followed is to choose the positions of the most highly magnified

LBG candidates and target these with single-pointing observations as opposed to the mosaic

observations used for this work. In this way, significantly fewer pointings will be required

but for longer times.
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A
Stacking Results

Here are included the results for the stacking process in two different configuration of

the LBG candidates.

Each configuration shows four results as different stacking weights and CLEANing meth-

ods were used.

A.1 UV slope binning

Candidates were divided into five UV-slope (β) bins as described in §3. Targets with

stellar masses below 106 M� were not included to avoid low brightness elements and to

keep consistency with stellar mass stacking.Each configuration shows four results as different

stacking weights and CLEAN ing methods were used (see §3).

Values obtained after stacking each different configuration are shown in Table A.1.

A.2 Stellar mass binning

The values obtained after stacking each different configuration are shown in Tables A.2

and A.3.

In Table A.4, we also report the results for the stacking with the low-mass candidates.
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Table A.1: uv-stacking results for different beta and photometric redshift bins for our sample.

UV-slope zph Sources #a Weightb CLEANc Fluxd,e SNRf

[µJy]

−4.0 ≤ β < −3.0

z < 4.0 40

µ
Natural 1 ± 18 0.06

Taper −40 ± 26 −1.54

FUV

Natural 84 ± 53 1.58

Taper 61 ± 90 0.68

4.0 ≤ z < 7.0 30

µ
Natural 27 ± 21 1.29

Taper 63 ± 28 2.25

FUV

Natural 114 ± 53 2.15

Taper 105 ± 62 1.69

7.0 ≤ z 12

µ
Natural 18 ± 26 0.69

Taper 16 ± 37 0.43

FUV

Natural 5 ± 24 0.21

Taper 10 ± 32 0.31

−3.0 ≤ β < −2.0

z < 4.0 708

µ
Natural 0 ± 5 0.00

Taper −4 ± 8 −0.50

FUV

Natural −22 ± 25 −0.88

Taper −42 ± 32 −1.31

4.0 ≤ z < 7.0 215

µ
Natural 7 ± 8 0.88

Taper −3 ± 10 −0.30

FUV

Natural 3 ± 14 0.21

Taper −6 ± 19 −0.32
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Table A.1 continued.

UV-slope zph Sources #a Weightb CLEANc Fluxd,e SNRf

[µJy]

7.0 ≤ z 11

µ
Natural 76 ± 32 2.38

Taper 30 ± 43 0.70

FUV

Natural 64 ± 29 2.21

Taper 20 ± 37 0.54

−2.0 ≤ β < −1.0

z < 4.0 464

µ
Natural 10 ± 6 1.67

Taper 12 ± 10 1.20

FUV

Natural 28 ± 59 0.47

Taper 7 ± 76 0.09

4.0 ≤ z < 7.0 250

µ
Natural 6 ± 7 0.86

Taper −3 ± 10 −0.30

FUV

Natural 7 ± 10 0.70

Taper −1 ± 14 −0.07

7.0 ≤ z 13

µ
Natural 123 ± 35 3.51

Taper 124 ± 56 2.21

FUV

Natural 30 ± 59 0.51

Taper 11 ± 70 0.16

−1.0 ≤ β < 0.0

z < 4.0 8

µ
Natural 17 ± 23 0.74

Taper 12 ± 34 0.35

FUV

Natural 12 ± 44 0.27

Taper 29 ± 58 0.50
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Table A.1 continued.

UV-slope zph Sources #a Weightb CLEANc Fluxd,e SNRf

[µJy]

4.0 ≤ z < 7.0 50

µ
Natural 11 ± 17 0.65

Taper 1 ± 22 0.05

FUV

Natural 20 ± 21 0.95

Taper 20 ± 28 0.71

7.0 ≤ z 6

µ
Natural 51 ± 43 1.19

Taper 75 ± 57 1.32

FUV

Natural 12 ± 64 0.19

Taper 9 ± 105 0.09

0.0 ≤ β < 1.5

z < 4.0 0

µ
Natural · · · · · ·

Taper · · · · · ·

FUV

Natural · · · · · ·

Taper · · · · · ·

4.0 ≤ z < 7.0 10

µ
Natural 26 ± 30 0.87

Taper −11 ± 48 −0.23

FUV

Natural 38 ± 40 0.95

Taper −14 ± 61 −0.23

7.0 ≤ z 1

µ
Natural 57 ± 71 0.80

Taper 93 ± 125 0.74

FUV

Natural 57 ± 71 0.80

Taper 93 ± 125 0.74

aWhere sources # is zero (0), no stacking was performed.
bWeight associated to each candidate, as explained in §3.3. cMethod used in CASA to obtain final

image. dMaximum value from a 0′′.5×0′′.5 box in the stacked images. Rounded values.
e rms errors from Eq. 2.9. Rounded values. f SNR = Fluxpeak / rms



Appendix A: Stacking Results 93

Table A.2: uv-stacking results for different stellar mass and photometric redshift bins for our

sample.

Stellar Massa zph Sources # Weightb CLEANc Fluxd,e SNRf

[µJy]

6.0 ≤ log (M?/M�) < 6.5

z < 4.0 50

µ
Natural 1 ± 15 0.07

Taper −38 ± 20 −1.90

FUV

Natural −21 ± 29 −0.72

Taper −57 ± 35 −1.63

4.0 ≤ z < 7.0 58

µ
Natural 21 ± 12 1.75

Taper 26 ± 16 1.62

FUV

Natural 31 ± 15 2.07

Taper 26 ± 21 1.24

7.0 ≤ z 11

µ
Natural 18 ± 23 0.78

Taper 5 ± 34 0.15

FUV

Natural 5 ± 20 0.25

Taper 2 ± 28 0.07

6.5 ≤ log (M?/M�) < 7.0

z < 4.0 117

µ
Natural 2 ± 10 0.20

Taper −4 ± 14 −0.29

FUV

Natural 13 ± 42 0.31

Taper −23 ± 60 −0.38

4.0 ≤ z < 7.0 84

µ
Natural 14 ± 11 1.27

Taper 18 ± 15 1.20

FUV

Natural 25 ± 19 1.32

Taper 13 ± 25 0.52
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Table A.2 continued.

Stellar Massa zph Sources # Weightb CLEANc Fluxd,e SNRf

[µJy]

7.0 ≤ z 8

µ
Natural 154 ± 47 3.28

Taper 135 ± 64 2.11

FUV

Natural 230 ± 66 3.48

Taper 181 ± 86 2.10

7.0 ≤ log (M?/M�) < 7.5

z < 4.0 224

µ
Natural 18 ± 8 2.25

Taper 21 ± 12 1.75

FUV

Natural 15 ± 8 1.88

Taper 16 ± 11 1.45

4.0 ≤ z < 7.0 114

µ
Natural 11 ± 10 1.10

Taper −5 ± 14 −0.36

FUV

Natural −4 ± 15 −0.27

Taper −7 ± 20 −0.35

7.0 ≤ z 3

µ
Natural 66 ± 64 1.03

Taper 32 ± 86 0.37

FUV

Natural 58 ± 59 0.98

Taper 25 ± 83 0.30

7.5 ≤ log (M?/M�) < 8.0

z < 4.0 268

µ
Natural 5 ± 7 0.71

Taper 6 ± 11 0.55

FUV

Natural 26 ± 42 0.62

Taper 13 ± 66 0.20
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Table A.2 continued.

Stellar Massa zph Sources # Weightb CLEANc Fluxd,e SNRf

[µJy]

4.0 ≤ z < 7.0 99

µ
Natural 7 ± 11 0.64

Taper −7 ± 16 −0.44

FUV

Natural 6 ± 19 0.32

Taper 3 ± 26 0.12

7.0 ≤ z 4

µ
Natural 105 ± 47 2.23

Taper 23 ± 69 0.33

FUV

Natural 78 ± 51 1.53

Taper 38 ± 58 0.66

a Stacked images involved mid-mass candidates (6.0 ≤ log (MF/M�) ≤ 8.0).
bWeight associated to each candidate, as explained in §3.3. cMethod used in CASA to obtain final image.
dMaximum value from a 0′′.5×0′′.5 box in the stacked images. Rounded values.
e rms errors from Eq. 2.9. Rounded values. f SNR = Fluxpeak / rms
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Table A.3: uv-stacking results for different stellar mass and photometric redshift bins for our

sample.

Stellar Massa zph Sources # Weightb CLEANc Fluxd,e SNRf

[µJy]

8.0 ≤ log (M?/M�) < 8.5

z < 4.0 291

µ
Natural 4 ± 7 0.57

Taper −1 ± 11 −0.09

FUV

Natural 12 ± 13 0.92

Taper −11 ± 18 −0.61

4.0 ≤ z < 7.0 79

µ
Natural 7 ± 12 0.58

Taper −3 ± 16 −0.19

FUV

Natural 20 ± 18 1.11

Taper 4 ± 24 0.17

7.0 ≤ z 2

µ
Natural 131 ± 83 1.58

Taper 23 ± 149 0.15

FUV

Natural 131 ± 83 1.58

Taper 23 ± 149 0.15

8.5 ≤ log (M?/M�) < 9.0

z < 4.0 172

µ
Natural 11 ± 10 1.10

Taper 13 ± 15 0.87

FUV

Natural 73 ± 27 2.70

Taper 58 ± 36 1.61

4.0 ≤ z < 7.0 72

µ
Natural 10 ± 16 0.62

Taper 9 ± 22 0.41

FUV

Natural 8 ± 67 0.12

Taper −93 ± 89 −1.04
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Table A.3 continued.

Stellar Massa zph Sources # Weightb CLEANc Fluxd,e SNRf

[µJy]

7.0 ≤ z 8

µ
Natural 110 ± 38 2.89

Taper 159 ± 55 2.89

FUV

Natural 30 ± 59 0.51

Taper 11 ± 70 0.16

9.0 ≤ log (M?/M�) < 9.5

z < 4.0 72

µ
Natural 31 ± 14 2.21

Taper 42 ± 20 2.10

FUV

Natural 17 ± 15 1.13

Taper 5 ± 20 0.25

4.0 ≤ z < 7.0 35

µ
Natural 28 ± 30 0.93

Taper −54 ± 40 −1.35

FUV

Natural 4 ± 36 0.11

Taper −16 ± 48 −0.33

7.0 ≤ z 5

µ
Natural −9 ± 35 −0.26

Taper 12 ± 51 0.24

FUV

Natural −33 ± 34 −0.97

Taper −24 ± 48 −0.50

9.5 ≤ log (M?/M�) < 10.0

z < 4.0 16

µ
Natural 59 ± 20 2.95

Taper 63 ± 28 2.25

FUV

Natural 63 ± 28 2.25

Taper 63 ± 36 1.75
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Table A.3 continued.

Stellar Massa zph Sources # Weightb CLEANc Fluxd,e SNRf

[µJy]

4.0 ≤ z < 7.0 8

µ
Natural 38 ± 46 0.83

Taper 38 ± 74 0.51

FUV

Natural 94 ± 36 2.61

Taper 70 ± 53 1.32

7.0 ≤ z 1

µ
Natural 71 ± 68 1.04

Taper −23 ± 117 −0.20

FUV

Natural 71 ± 68 1.04

Taper −23 ± 117 −0.20

log (M?/M�) ≥ 10.0

z < 4.0 2

µ
Natural 147 ± 92 1.60

Taper 215 ± 114 1.89

FUV

Natural 147 ± 92 1.60

Taper 215 ± 114 1.89

4.0 ≤ z < 7.0 1

µ
Natural −104 ± 74 −1.41

Taper −131 ± 88 −1.49

FUV

Natural −104 ± 74 −1.41

Taper −131 ± 88 −1.49

7.0 ≤ z 1

µ
Natural 17 ± 68 0.25

Taper 14 ± 118 0.12

FUV

Natural 17 ± 68 0.25

Taper 14 ± 118 0.12

a Stacked images involved high-mass candidates (log (MF/M�) ≥ 8.0). bWeight associated to each candidate,

as explained in §3.3. cMethod used in CASA to obtain final image. dMaximum value from a 0′′.5×0′′.5 box in

the stacked images. Rounded values. e rms errors from Eq. 2.9. Rounded values. f SNR = Fluxpeak / rms
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Table A.4: Properties of low stellar mass (log (MF/M�) ≤ 6.0) stacked LBG candidates

zph Sources #a Weightb CLEANc Fluxd,e SNRf

[µJy]

z < 4.0 8

µ
Natural 7 ± 27 0.26

Taper −19 ± 34 −0.56

FUV

Natural −21 ± 28 −0.75

Taper −43 ± 35 −1.23

4.0 ≤ z < 7.0 5

µ
Natural 29 ± 37 0.78

Taper −34 ± 57 −0.60

FUV

Natural 24 ± 43 0.56

Taper −74 ± 66 −1.12

7.0 ≤ z 0

µ
Natural · · · · · ·

Taper · · · · · ·

FUV

Natural · · · · · ·

Taper · · · · · ·

aWhere sources # is zero (0), no stacking was performed.
bWeight associated to each candidate, as explained in §3.3.
cMethod used in CASA to obtain final image.
dMaximum value from a 0′′.5×0′′.5 box in the stacked images.
e rms errors from Eq. 2.9. f SNR = Fluxpeak / rms.



B
Individual Properties

The individual properties of the first 10 of 1821 selected LBG candidates are presented

in Tables B.1, B.2, B.3, B.4 and B.5. Properties for the remaining targets are available online.
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Table B.2: ALMA properties for first 10 selected LBG candidates. Full table available online

ID Cluster F indiv,obs
ALMA,peak,pbcor

c rmsindiv
ALMA,pbcor

b F indiv,obs,2−σlim
ALMA,peak,pbcor

c SNRd pbcore

[uJy] [uJy] [uJy]

0001 A2744 59 68 195 0.87 0.81

0002 A2744 74 60 193 1.25 0.92

0004 A2744 179 62 303 2.87 0.88

0005 A2744 48 56 160 0.85 0.98

0007 A2744 57 56 170 1.01 0.98

0008 A2744 76 56 189 1.35 0.98

0012 A2744 5 98 201 0.05 0.56

0013 A2744 110 95 300 1.16 0.58

0014 A2744 127 66 259 1.91 0.83

0015 A2744 −5 56 113 −0.08 0.98

aCalculated from Eq. 2.8. bObtained from with Eq. 2.9. c 2−σ upper limits for the ALMA

observed fluxes (Eq. 2.11). d SNR = F indiv,obs
ALMA,peak,pbcor/rmsindiv

ALMA,pbcor
e Primary beam correction

for each position in .flux files.
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Table B.3: Derived properties for first 10 selected LBG candidates. Full table available online

ID βa µb Dl
c

[Mpc]

0001 −1.60 ± 0.29 4.901 19310

0002 −2.20 ± 0.25 4.817 18430

0004 −2.28 ± 0.15 6.040 18620

0005 −1.69 ± 0.09 14.643 17550

0007 −1.92 ± 0.39 7.970 17260

0008 −3.18 ± 0.58 5.413 14500

0012 −1.60 ± 0.12 2.461 11090

0013 −2.55 ± 0.28 2.674 18920

0014 −1.85 ± 0.14 4.962 18530

0015 −1.95 ± 0.22 3.671 11900

aUV-slope calculated as stated in §2.6.
bMagnification factors following Coe et al. (2015)

without capping.
c Luminosity distances after Wright (2006).
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Table B.4: Properties obtained from FAST for first 10 selected LBG candidates. Values have been

corrected for magnification factors. Full table available online

ID log10 (MF/M�) log (SFR/M�yr−1) log (sSFR/yr−1)

0001 7.610 -0.380 -8.680

0002 7.287 -0.793 -8.763

0004 6.639 -0.701 -8.131

0005 7.204 0.224 -8.146

0007 6.799 -1.191 -8.891

0008 5.917 -1.063 -7.713

0012 8.359 -0.001 -8.751

0013 6.503 -0.847 -7.777

0014 7.934 -0.156 -8.776

0015 6.915 -0.065 -7.545

*Magnification-corrected values from FAST.

Table B.5: Luminosities from HST photometry and modified blackbody (graybody) spectrum

for first 10 selected LBG candidates. Full table available online

ID log (LUV/L�) log (LIR
2−σ/L�) log (LIR

2−σ/LUV) log (FUV/µJy) log (FIR
2−σ/µJy)

0001 8.834 12.206 3.372 -3.1350 -0.960

0002 8.876 12.227 3.351 -3.1041 -0.932

0004 8.821 12.416 3.595 -3.2076 -0.841

0005 8.969 12.168 3.199 -3.3973 -1.308

0007 8.310 12.203 3.893 -3.2906 -1.174

0008 8.317 12.333 4.016 -3.0395 -0.876

0012 9.268 12.473 3.205 -2.5782 -0.394

0013 8.888 12.403 3.515 -2.8614 -0.500

0014 9.225 12.351 3.126 -3.1196 -0.821

0015 8.541 12.194 3.653 -2.7823 -0.846



C
Detected LBG Candidates

Individual stamps from ALMA observations of the three LBG candidates which are con-

sidered as detected according to §2.10. Their properties are listed in Table 4.1.
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ID: 1207, Flux = 439.68 uJy, rms = 106.97 uJy, SNR = 4.11

1mm
z = 3.14, mag = 3.63, F_uv = 138.50 nJy, pbcor = 0.63

5 arcsec

ID: 2155, Flux = 286.31 uJy, rms = 68.07 uJy, SNR = 4.21

1mm
z = 5.20, mag = 2.86, F_uv = 6.80 nJy, pbcor = 0.98

5 arcsec

ID: 2212, Flux = 280.71 uJy, rms = 68.30 uJy, SNR = 4.11

1mm
z = 5.05, mag = 40.80, F_uv = 18.60 nJy, pbcor = 0.98

5 arcsec

Figure C.1: Stamps of detected LBGs. Small circle in the middle shows area where source flux

has been calculated. Large circle shows region of radius 5× bma j where no other bright sources

are expected. White ellipse in the lower-left corner shows primary beam size and bar in the

lower-right corner shows scale of 5′′.
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