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A BLIND CALIBRATION SCHEME FOR

SWITCHED-CAPACITOR PIPELINE

ANALOG-TO-DIGITAL CONVERTERS

JUAN ANDRÉS BOZZO JIMÉNEZ
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RESUMEN

Este trabajo presenta un nuevo esquema de calibración para conversores de datos análogo-

a-digital (ADC). La calibración en foreground está diseñada para auto-calibrar un ADC pipeline

de capacitores conmutados. La calibración estima los parámetros eléctricos del ADC; los capac-

itores de las etapas pipeline, referencias de voltaje y pérdida de carga debido a ganancia finita de

los amplificadores. La estimación es usada para compensar digitalmente errores en la conversión

durante la operación normal del ADC. Para realizar la estimación de parámetros, el algoritmo de

calibración se basa en la instanciación de conversores ∆Σ en la interfaz entre etapas pipeline reor-

ganizando los componentes eléctricos de las etapas pipeline. Diferentes configuraciones pueden

ser probadas usando señales de entrada auto-generadas, lo que permite al algoritmo inferir los

parámetros eléctricos subyacentes.

La calibración es realizada por la misma circuiterı́a que opera durante el funcionamiento

normal del conversor y no requiere de un circuito o voltage que actúe como tierra real. Sin

embargo depende de los voltajes the threshold de los sub-ADCs de las etapas pipeline, haciéndolo

inadecuado para ciruitos donde el error de los sub-ADCs es dominante. El comportamiento de un

número de ADCs de 10 bits con una ENOB de 6.3 bits fué simulado y una mejora en resolución

entre 2.5 bits para el mejor caso y 1 bit para el peor fué observada.

Palabras Claves: Modulación delta-sigma, conversión análoga-digital, medición de vari-

ables eléctricas, estimación de parámetros, optimización

xi



ABSTRACT

In this work, a novel analog-to-digital converter (ADC) calibration scheme is presented. The

foreground calibration is designed to self-calibrate a switched-capacitor pipeline ADC. The cal-

ibration estimates the electrical parameters of the ADCs stages capacitors, voltage references

and charge loss due to finite amplifier gain. The estimation is used to compensate digitally for

errors in conversion. To perform the parameter estimation, the calibration algorithm relies on

∆Σ ADCs that can be instanciated in the interface between pipeline stages by rearreanging the

pipeline electrical components. Different arrangements can be tested using self-generated input

signals, which enables the algorithm to infer the underlying electrical parameters.

The calibration is performed by the same circuitry that operates during normal conversion

and does not require an external circuit or voltage to act as true ground. But relies on the sub-

ADC threshold voltages of the pipeline stages, making it unsuitable for circuits where error is

dominated by the sub-ADC. The behavior of a number of 10-bit ADCs with a mean uncalibrated

ENOB of 6.3 bits was simulated, and a resolution improvement between 2.5 bits, for the best

case, and 1 bits for the worst, was observed.

Keywords: Delta-sigma modulation, Analog-digital conversion, Electric variables

measurement, Parameter estimation, Optimization
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1. INTRODUCTION

Analog to digital converters (ADCs) are ubiquitous. Even a fully digital device such a cell-

phone or computer requires ADCs to read analog, physical, signals in order to be processed by

the digital system. As ADCs performances have increased over the past years, design constraints

have tightened. Also process, voltage and temperature (PVT) errors have become an important

limiting factor in ADCs figures of merit.

1.1 Motivation

In order to compensate for these errors, calibration techniques have been developed (Gines,

Peralias, & Rueda, 2009). If the ADC operation has to be stopped for the calibration algorithm to

run, an offline calibration is being used. Otherwise the calibration algorithm is said to be online.

To perform the calibration process, usually some parameter or system has to be assumed as true

ground, such as a known signal in correlation-based techniques or a high precision converter for

calibrations based on channel error identification. This work will test the hypothesis if it is possi-

ble to calibrate an ADC without having to assume the value or any external of internal parameter

or system. A novel offline algorithm is proposed and analyzed that attempts to perform an ADC

calibration following these requirements.

A review of basic ADC and calibration concepts will be presented in the remainder of this

chapter. The next chapter describes the ADC architecture required to run the proposed algorithm

and the algorithm itself is presented. The following chapter explores the algorithm limitations

and implementation strategies. After that chapter, simulation results are reviewed and analyzed.

Finally, conclusions are drawn based on these results and future work is introduced.
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1.2 ADC concepts

The objective of this section is to become familiar with the basic concepts involving the

characterization and operation of an ADC. In this stage, it is best to interpret an ADC as an ideal

function that maps an input signal from a continuous input domain into a discrete output domain.

The full scale range (FSR) is given by the maximum and minimum input values that the con-

verter is designed to convert from the input domain. Operating a converter outside of this range

is known as overload and the output signal usually clips to the a minimum or maximum. This

concept can be also applied for sub-systems inside the converter that receive the input in a range

of voltages, currents or charges.

1.2.1 Error vs noise

In this work the word error will be used to refer to deterministic sources of distortions during

the processing of the input signal. Since these errors are deterministic, they could be predicted if

they are measured and modeled and the operation conditions are stable. In the other hand, noise

will be used to refer to random processes which behavior can not be predicted and at most be

modeled using statistical tools. Examples of this kind of processes are thermal noise, KT noise,

shot noise.

1.2.2 ADCs as functions

An ideal ADC with infinite resolution should behave as the identity function with a constant

scale factor, it would take the value from the input domain and transform it into the same value

but in the output domain. In figure 1.1, an example of an ideal mapping is shown as a plot. On

the mapping between these two domains, information can be lost or distorted.

The simplest form of error is a linear distortion. Since the line equation only has two param-

eters (y = ax+ b) the linear distortion can be characterized with these two parameters: gain error

and offset error. To characterize them, a line is fitted to the function plot minimizing mean square

2



FIGURE 1.1. An example of an ideal mapping.

error. The gain error is the factor that cancels any deviation from the ideal gain. The offset error

is the value that must be added to the fit to match the ideal static transfer curve after the gain error

has been compensated for. This method of obtaining the linear error is the independently-based

method. Another method exists that uses the extreme values, known as the terminal based method

(“IEEE Standard for Terminology and Test Methods for Analog-to-Digital Converters”, 2011).

Non-linear errors are measured after compensating for linear errors. The plot of the mapping

encodes such errors but it is usually difficult to interpret them directly from the curve. To better

visualize non-linear errors it is preferred to use the Differential non-lineality (DNL) and Integral

non-lineality (INL). These measurements are performed after the input signal is quantized, so

they will be described later in this chapter.

To characterize the signal distortion, a generic Signal to Noise Ratio (SNR) can be defined.

This ratio compares the power of the input signal with the power of the difference between the

3



FIGURE 1.2. An example of a distorted mapping with the linear and non-linear compo-
nents added separately. Offset error is shown as an horizontal bar.

ideal output an the real output generated by the function. To measure the power of a signal; first

the constant component is removed, then the squared value of signal is integrated or summed

for discrete signals and finally it is divided by the support length of the signal, usually time. To

measure constant signals, an alternative method is used, since all constant signals would have

zero power. The constant value is squared. With the previous description, the formula for the

power of a signal is:

P {f} =

∫ b
t=a

(f(t)− µ (f))2 dt

b− a
For continous signals

P {f} =

∑b
t=a (f [t]− µ (f))2

b− a
For discrete signals

with µ(f) the mean of the function in the [a..b] range. Then a generic SNR would be expressed

as follows:

4



SNR =
P {in}

P {in − out}

1.2.3 Real ADCs distortions

The previous concepts, which are generic mathematical descriptions, are not applied directly

to ADC characterization. But they can be translated into the most used concepts. The input do-

main of the ADC is an analog voltage, current or charge and the output domain are the binary

words that fit in the ADCs resolution. Furthermore, the plot of the mapping between the two

domains is referred to as the static transfer curve. The static in the name points to the fact that

the curve is obtained by obtaining the output value on the asymptotic behavior of the ADC for

a sweep of input values. It can be conceptualized as capturing the output of the ADC for an

infinitely slow ramp at the input signal.

To fully understand how to characterize the signal-to-noise ratio, it is necessary to introduce

quantization, which arises naturally from the fact that an ADC is mapping from a continuous to

a discrete domain.

1.2.4 Quantization

Quantization is the process of mapping an input signal which domain is a large set, and map-

ping it into a smaller output set. In the context of ADCs, the large set is a continuous voltage,

current or charge and it is mapped into a discrete binary set. Each word in this binary set is

called a code and each code corresponds to a range of values in the original signal domain. This

range of values is called a code-bin and the input values at the boundaries of these code-bins are

called transition levels. All input values that belong to a code-bin are mapped to the code associ-

ated with the code bin. When a code has to be mapped to a single value of the input domain, that

value is called the quantized value. Usually the center of the code-bin is assigned as the quantized

value. In figure 1.3 the code-bins of an ideal and a distorted quantizer of 3-bit are displayed in

5



different colors. An ideal and distorted 3-bit quantizer static transfer curve is shown on figure 1.4.

(A) Static transfer curve of an ideal quantizer. (B) Static transfer curve of an distorted quantizer.

FIGURE 1.3. Two 3 bits quantizer code-bins, show in alternating colors.

FIGURE 1.4. The static transfer curve of an ideal 3-bit ADC, compared with a distorted
3-bit ADC.

A distortion known as quantization error appears when the input signal is compared to the

quantized signal. This error can be characterized by the Signal-to-Quantization Noise Ratio

6



(SQNR) figure of merit, which is computed as:

SNQR =
P {in}

P {in − quantized in}

The quantization process creates steps in the static transfer curve. For an ideal quantizer,

these steps have the same length for all codes with the exception of the extremes, which have

infinite length. This length is known as Least Significant Bit (LSB), which is the minimum vari-

ation in the input signal that it is still detected by the converter.

If the input signal is random enough, the input signal can be assumed to fill uniformly the

code-bin of each code. Then the quantization error can be treated as a uniform random distribu-

tion instead of a deterministic value. When the quantization error is treated as a random variable

it is referred to as quantization noise. The variance of a uniform distribution is LSB2

12
. Then, as

an example, for a B-bit quantizer and a sinusoidal input with variance of 22B−3LSB2 the SQNR,

which is the ratio between these variances interpreted as power, is 1.5× 2B = 6.02B + 1.76dB.

Variations of the SNR are defined to refer to specific types of errors, such as the Signal to

Noise and Distorsion Ratio (SNDR) where the output signal includes the errors of static distor-

tions and dynamic noise. This ratio is used to compute the Effective Number Of Bits (ENOB),

this figure captures the number of meaningful bits on the output of the ADC. If an ADC code

has 16-bits, but the static transfer curve of that ADC mirrors the static transfer curve of an 8-bit

ADC, then only the first 8 most significant bits of the 16-bit code will have useful information.

The ENOB is computed from the SNDR as ENOB = SNDR−1.76dB
6.02dB

.

After quantization, the DNL and INL can be computed. The DNL measures deviations in

the step width associated with each code and is compared with the LSB, or average step size for

a real ADC: DNL(k) = stepk−µ(stepk)
µ(stepk)

. A positive/negative value for a specific code mean that the

code-bin size is bigger/smaller than the ideal code-bin size. A value of −1 for a code in the DNL
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means that code is missing and value of 0 means the code-bin has the ideal size. The DNL is

undefined for the extreme steps since they have infinite length. The DNL of an 8-bit is depicted

in figure 1.5A.

While the DNL measures local distorsions in the step size, the INL measures the global de-

viation from a specific code with respect to the ideal transfer curve: INL(k) =
∑k−1

i=1 DNL(i). A

value of zero means that the ideal transfer curve and the real transfer curve match at the beginning

of that code-bin. A positive value means the real transfer curve is assigning greater codes to that

input than the ideal transfer curve, and the opposite for negative values.

The DNL and INL of an 8-bit quantizer is depicted in figure 1.5B. From the DNL it can

be seen that in this example the ADC has longer steps in fractions similar to k
2n

, the simpler the

fraction, the greater the step deviation. And from the INL it can be seen that the first half of the

static transfer curve is over an ideal static transfer curve and the second half is below an ideal

static transfer curve.

(A) DNL (B) INL

FIGURE 1.5. Example of non-linearities of an 8-bit ADC.
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1.2.5 Sampling

Digital systems are not only discrete in states or values but also in time, since they are usu-

ally clocked. In an analogous manner in which quantization discretizes values, sampling is the

process of discretizing the time domain of a input signal. This is usually done first in the analog

domain with the use of track-and-hold circuits. These circuits work in two phases, first an inter-

nal node follows the signal (track) and in the second phase that node stores the last value of the

first phase (hold). The track-and-hold circuit is usually implemented with a switch that connects

a capacitor to the input signal. When the switch is closed, one of the nodes of the capacitor fol-

lows the input signal. When the switch is open, the voltage difference of the capacitor is constant

since no current can flow. The ADC performs the conversion on the second phase with the input

voltage fixed at a constant value. Not all converters need a track-and-hold to process the input

signal.

Since the signal is being discretized in the time domain, the bandwidth in the frequency do-

main is limited to half of the sampling rate by the Nyquist criterion. If this condition is not met by

the input signal, aliasing will occur, in which high frequencies outside of the maximum supported

frequency, known as Nyquist frequency, appear in the sampled signal. To prevent this, the input

usually is conditioned using a low-pass filter.

More information on ADC terminology can be found in “IEEE Standard for Terminology

and Test Methods for Analog-to-Digital Converters” (2011).

1.3 ADC architectures

A variety of different ADC architectures exists. Some are fast, but usually at the cost of high

power consumption or poor SNDR. Other architectures will have trade-off between another set of

figures of merit. Murmann (2019) provides a thorough comparison of different ADCs published
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in mayor solid-state circuits conferences.

The following sections will introduce the architectures relevant for the proposed algorithm.

These are the Flash architecture, the ∆Σ architecture and the Pipeline architecture.

1.3.1 Flash architecture

Flash converters take the analog input signal and distribute it to an array of comparators, each

connected to a different threshold voltage, as shown on figure 1.6.

Vo
lta

ge
re

fe
re

nc
e

0

1
out

in

FIGURE 1.6. Flash ADC block diagram.

The output of the ideal flash converter is a string of M bits, each bit associated with a com-

parator. These indicate that the input voltage is higher than the reference voltage it was compared
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to. This means the output of an ideal flash ADC is thermometer coded, if one bit is 1 all pre-

ceding it are 1 too. This restricts the output to M + 1 possible states which can be represented

as an integer between 0 and M corresponding to the number of 1’s in the string. Usually this

output is then transformed into binary using a decoder. The number of bits required to represent

a thermometer number in binary is N = dlog2(M)e.

This architecture is the fastest since it takes one clock cycle to convert the input signal and

the clock frequency is only limited by the delay of a comparator operation. Other architectures

such as pipeline or ∆Σ use a flash ADC as a component. The flash architecture suffers from poor

scalability. In order to add an additional bit of resolution, the number of comparators must be

doubled, which in turn brings circuit size problems and large capacitances at comparator input,

since both of them scale at an order of O(2N).

Other limiting factor is the comparators offset voltage. The boolean equation for an ideal

comparator is V (a) > V (b), with a and b input ports of the device. Because of process mismatch

errors, a comparator may have a static error adding or subtracting a constant voltage to the input

voltages before comparing, leading to the equation V (a) + erra > V (b) + err b → V (a) >

V (b) + offset . This constant offset can be represented as a voltage at the input of one of the

comparator ports depicted in the middle of figure 1.7.

+

−

+

−

+−

+

−

with offset ideal

reference + offsetreference

ideal

reference
offset

FIGURE 1.7. Comparator with different models for the same offset.
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In an ideal flash converter, the reference voltages are uniformly distributed. All comparators

would be ideal so the output of a comparator would change exactly at the moment the input signal

is greater than the threshold voltage, as seen on figure 1.8. For a more realistic comparator, the

reference voltages would not be uniformly distributed and the comparators will have offset. On

figure 1.7 it is possible to see how the comparator offset can be lumped into the voltage reference

for analysis purposes.

in (dashed)

reference (dotted) out (solid)

V
V

in

FIGURE 1.8. Flash ADC without errors, the output of a single comparator rises when the
threshold voltage is greater than the input voltage.

In figure 1.9 a more realistic model is presented. The effects of the comparator offset and the

threshold reference errors are shown as a statistical distribution for many flash ADC instances

each with different static errors. These errors propagate to the output, generating a distribution

of thresholds for the aggregate where the comparators changes its output.

1.3.2 ∆Σ architecture

The ∆Σ architecture name is a direct reference to its block diagram. As seen on figure 1.10,

the difference (∆) between the analog input signal and the ADC decision is integrated (Σ) to
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in (dashed)

reference (dotted) out (solid)

V
V

in

FIGURE 1.9. Aggregate of flash ADC with errors. The input voltage to change the output
does not necessarily match the ideal threshold voltage. The tripping point for the extremes
and the mean of the distribuiton is shown.

compute the conversion error. The output of the ADC is a stream of bits which have to be fil-

tered, usually by a low-pass and a decimation filter, to obtain a meaningful output. Because of

this, the signal has to be sampled at a rate much higher that its Nyquist frequency, making this an

over-sampled architecture.

DAC ADC

−

∫
digital out

analog in

FIGURE 1.10. Block diagram of a ∆Σ ADC.

Σ∆ converters can achieve high resolution by noise shaping. To illustrate this property, the

simplest first-order Σ∆ ADC will be used, as seen in figure 1.11. An error, for example quan-

tization error ε, is injected at the analog-to-digital conversion section of the loop. The transfer
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function of this system, after discretization, is:

out = in z−1︸︷︷︸
STF

−ε
(
1− z−1

)︸ ︷︷ ︸
NTF

where STF is the Signal Transfer Function and NTF is the Noise Transfer Function. Notice

that the STF magnitude is 1 for all frequencies. On the other hand, the NTF magnitude grows

with frequency, and it is close to 0 at low frequency (z → 1). This way, if the signal is greatly

over-sampled, a low-pass filter will reject most of the noise and keep the signal.

−

∫
out

in

+

−

−
in

ε
−

out

z−1

FIGURE 1.11. Block diagram of a 1-bit ∆Σ ADC and simplification.

To achieve high ENOB, the integrator loop must have minimum leakage, as described in

Feely and Chua (1991). The integrator leakeage will generate distortion as shown in the static

transfer curve of figure 1.12.

An important feature of ∆Σ converters is their insensitivity to errors in the feedforward path

for DC signals. This is easy to demonstrate in a first-order ∆Σ loop. If an arbitrary gain G is

inserted in the feedfoward loop, as shown in figure 1.13, then the transfer function of the system

is:
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FIGURE 1.12. Static transfer curve for ∆Σ ADC with a 1-bit quantizer and a preservation
of charge of 0.85 (1 = no leak).

out =
Gz−1

1− (1−G) z−1
in − 1− z−1

1− (1−G) z−1
ε

DAC ADC

−

∑
digital out

analog in G

FIGURE 1.13. Block diagram of a 1-bit ∆Σ ADC with a feedfoward gain of G.
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For DC signals (z = 1), the transfer function becomes:

out =
G

G
in − 0

G
ε = in

which is independent of the feedfoward gainG. This will be relevant when choosing input signals

for the proposed calibration algorithm.

1.3.3 Pipeline architecture

The pipeline architecture is composed by a number of cascaded stages. A block diagram of

a stage is shown in figure 1.14. Each stage computes a low-resolution digital conversion of the

input signal, which is quantized by the stage sub-ADC. That conversion is the digital output of

the stage and it also feeds into a DAC that will convert it back to the analog domain. The dif-

ference between the DAC output and the input signal is the computed to obtain the quantization

error. Then the quantization error of this stage is amplified and processed by the next stage.

ADC DAC

d. out

−

STAGE

STAGE

d. out

a. in

FIGURE 1.14. Block diagram of a Pipeline ADC, detail on one stage.

In switched-capacitor circuits an MDAC, which stands for Multiplying DAC, is commonly

used. It is a circuit that computes the DAC output, the difference with the input signal, and the

multiplication of the result in one cycle. A simple implementation of a 1-bit, flip-around MDAC
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can be seen on figure 1.15.

−

+

ref + ref −

in

out

φ0

φ0φ1

φ1

φ0 φ1

Cs
Cf

FIGURE 1.15. A 1-bit MDAC based on capacitive ratios.

The circuit operates in two phases: In φ0, the feedback (Cf ) and feedfoward (Cs) capacitors

are charged with the input voltage. Then in φ1, a reference voltage ref+/− is selected, usually

based on the output of the stage sub-ADC, and is connected to Cs. Cf is connected closing

the feedback path which, assuming an ideal amplifier, forces the feedfoward capacitor voltage

difference to converge to the reference voltage. The charge difference associated with this voltage

change is pumped into the feedback capacitor. Then the output voltage is:

out = in +
Cs

Cf
(in − refk), (1.1)

With k either +,−, depending on the multiplexer state. To complete a pipeline stage, a fast

ADC such as a flash ADC can be connected in with the MDAC and its output used to control the

multiplexer. Notice that if Cs and Cf values are the same, the in signal has a gain factor of 2,

which is the correct gain for the residual of a 1-bit stage.

For higher resolution stages, more Cs capacitors can be added in parallel, the number of

voltages the multiplexer selects can be increased or both of these strategies can be used. In figure
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1.16, a B.5 bit implementation is shown where each capacitor can select 3 references.

−

+

ref + ref −0

• • •

Cs0

Csn−1

φ1 φ0

φ0 φ1

φ0 φ1

φ0 φ1

φ0 φ1

φ0

φ0

φ0

φ1

Cf

in

out

FIGURE 1.16. Switched-capacitor MDAC.

The residual voltage of this stage can be computed using charge conservation:

0 = ∆Qf +
n−1∑
k=0

∆Qsk

0 = Cf(V in − V out) +
n−1∑
k=0

Csk(V in − V ref k)

V out = V in+
n−1∑
k=0

Csk
Cf

(V in − V ref k)

V out = V in

(
1 +

n−1∑
k=0

Csk
Cf

)
︸ ︷︷ ︸

V in scaling

−
n−1∑
k=0

Csk
Cf

V refk︸ ︷︷ ︸
DAC output

(1.2)
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The ratios Csk
Cf

are chosen to be integers and that the sum of all ratios matches the desired

residual gain for that stage. In this case Csk = Cf .

1.4 Error sources

Until now, the methods for characterizing errors have been presented. Now the origin of

these errors will be examined. Since only static errors are going to be calibrated by the proposed

algorithm, only these will be presented.

a) Finite gain

In the equations of the ADC architectures, all amplifiers were assumed to be ideal. If the

transconductance amplifier has a finite gain, not all charge will be transferred. For a DC gain of

T0 with an amplifier in a capacitive feedback network, the output voltage will be scaled as shown

on (1.3) . This not only changes the output analog voltage for amplifying circuits. For integrators

with an amplifier at its core this will translate to integrator leakage:

V outfinite =
T0

1 + T0
V out ideal (1.3)

b) Capacitor mismatch

On-chip capacitors are be subject to mismatch errors because of process variations, which

in turn will affect the capacitance ratios. (1.2) shows that if the capacitive ratios are no longer

integer, the scaling of the input voltage will be non-integer, affecting the linearity of the DAC

output.
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c) DAC error

The DAC voltage can be affected by the capacitor mismatch and also by PVT errors in the

unregulated ref voltages uses in the weighted sum.

d) sub-ADC error

Non-linearites in the stage sub-ADC can lead to the wrong output code and, in turn, to incor-

rect residual voltage calculation for a pipeline ADC.

1.5 Calibration techniques

For correcting the aforementioned errors, several calibration techniques have been devel-

oped. Some work by adding redundancy to the circuit whereas, others try to measure the errors

to correct them in the analog domain or compensate for them later in the digital domain.

The proposed algorithm belongs to the last category but relies on another algorithm to pre-

vent over-range in the internal components of the ADC. This calibration method will be presented

and after it other calibration schemes will be explained.

1.5.1 Half-bit stages

In pipeline architectures, to compensate for possible sub-ADC errors, half-bit stages can be

implemented. These add redundancy to compensate for possible offsets in the ADC step volt-

ages. In figure 1.17 it can be compared the residual of a 1-bit stage with a 1.5-bit stage. Notice

that the range of the 1.5-bit residual only touches the voltage limits on the extremes of the input

FSR.

Let B be an integer. The relation between an B-bit DAC and it B.5 counterpart is LSBhalf =

LSB int/2 for all bits between the extremes and LSBhalf = 3/4LSB int for the extreme codes.
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V max

V min

Input 1-bit residual 1.5 bit residual

0 1 00 01 10Binary output

FIGURE 1.17. Residues for 1 and 1.5 bit stages.

Since a half-bit stage LSB is a half of its integer counterpart, the residual range is also reduced

by a half. If an error occurs in the DAC conversion, an over-range or under-range will not happen

unless the DAC is off by at least a LSBhalf /2 as seen on figure 1.18.

1-bit residual 1.5 bit residual

under-range

offset

offset

FIGURE 1.18. Residues for 1 and 1.5 bit stages with offset.

In ideal integer bit stages, the result is combined as follows:
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codeout =
s−1∑
k=0

bs

k−1∏
h=0

2Nh

Where Ns is the number of bits of the stage and bs is the ADC value. For example an ADC

with stages of 3, 1 and 2 bits, in that order, represented as S2S2S2, S1 and S0S0. The final con-

version is computed as:

0 0 0 0 S0 S0

0 0 0 S1 0 0 //
∏1−1

h=0 2Nh = 4 (shift 2)

+ S2 S2 S2 0 0 0 //
∏2−1

h=0 2Nh = 4 · 2 = 8 (shift 3)

S2 S2 S2 S1 S0 S0

For half-bit stages, since LSBhalf−bit is LSB int−bit/2, the last bit is associated to the resolu-

tion of the most significant bit of the next stage. This can be interpreted as adding binary numbers

with one decimal place. Then the combination is computed as follows:

codeout =
s−1∑
k=0

bs

k−1∏
h=0

2bNhc

where bxc is the floor function, so bs last bit is decimal if the stage is half-bit. For example an

ADC with stages of 3.5, 1.5 and 2 bits, in that order, represented as S2S2S2.S2, S1.S1 and S0S0.

The final conversion is computed as:

0 0 0 0 S0 S0

0 0 0 S1 .S1 0 //
∏1−1

h=0 2bNhc = 4 (shift 2)

+ S2 S2 S2 .S2 0 0 //
∏2−1

h=0 2bNhc = 4 · 2 = 8 (shift 3)

S2 S2 X Y Z S0
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where X , Y and Z are a combination of bits either aligned in the sum or result of a carry. This

way, assuming the MDAC is ideal, the ADC is protected from possible sub-DAC errors in the

ADC conversion in each stage up to LSBhalf−bit/2. This is because the residue will not over-

load (over-range or under-range) and the next stage will be able to manage the conversion. The

first appearance of this technique can be found on (Lewis, Fetterman, Gross, Ramachandran, &

Viswanathan, 1992).

The proposed algorithm does not require for this technique to be implemented in the chip to

work, but it effectiveness will improve if this technique is also applied.

1.5.2 Variable components

The previous technique can compensate DAC errors, but will not be useful against MDAC

errors, such as mismatch. If the capacitive ratios are not as designed, the feedback loop will have

a gain error. The effect of this error can be visualized in figure 1.19, where the residue will not

overload the output, but its value passed onto the next stage will be incorrect.

1-bit residual 1.5 bit residual

under-range

Cs > Cf

over-range

Cf > Cs

FIGURE 1.19. Residues for 1 and 1.5 bit stages with gain error.
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In order to solve this problem it has been proposed to use variable capacitors as in Goes, Vi-

tal, and Franca (1996) and calibrate offline by measuring the residual of an artificial input created

by a DAC.

1.5.3 Least Means Squares (LMS) filter

Another method for calibrating MDAC errors is to measure the ADC or an ADC stage output

and estimate the conversion errors. For example, it has been proposed to attach a ∆Σ ADC to the

first stage of a pipeline converter (Tzi-Hsiung Shu, Bang-Sup Song, & Bacrania, 1995) in order

to estimate the error on the first stage as seen on figure 1.20. The error is then digitally subtracted

from the digital output.

stage stage stage stage

Pipeline

∆Σ Error subtraction out

in

FIGURE 1.20. Simplified diagram of parameter estimation example.

A popular method of parameter estimation is by using least mean squared (LMS) filters. In

its first inception in (Abou-El-Kheir, Abbas, & Khedr, 2014), the output of a slow but precise

ADC is compared with the output of a fast ADC every number of cycles in order to estimate the

error. Then the LMS filter estimates the parameters of the model such that the error is minimized.

For more information on analog-to-digital converters theory and design please refer to Pel-

grom (2016).
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1.5.4 The proposed calibration algorithm

The proposed calibration algorithm will estimate the ADC electrical parameters based on

offline measurements of internally-generated test signals. Then, during normal conversion, these

parameters can be used to combine the digital output of every stage taking into account the static

errors of each one.

To perform the measurements in order to obtain the parameters, some reconfiguration of the

ADC electrical circuitry is required. The next chapter will discuss the necessary changes needed

to perform such reconfiguration.
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2. ALGORITHM CIRCUITAL REQUIREMENTS

This chapter will explore the system and circuital modifications needed to perform the cali-

bration algorithm. In order for these modifications to be effective, two requirements are needed:

the ADC must be a pipeline converter, and it must be implemented with switched capacitors.

These two constrain the applicability of the algorithm but they are necessary since the first will

enable the instanciating of a different architecture between pipeline stages, and the second will

enable the use of amplifiers as integrators.

2.1 Calibration algorithm general scheme

The proposed algorithm runs offline. It will stop the conversion operation during calibration

or part of the calibration process. The calibration estimates electrical parameters of the converter,

which is done in two steps. First, the normal conversion stops and calibration data is generated

and stored to be used in the second step. Second, the converter may resume operations while a set

of equations using the previous data is solved in background. The result of this step is an estima-

tion of the electrical parameters of the converter. After an estimation of the converter electrical

parameter is obtained, the estimated parameters are used to digitally calibrate the output of the

ADC.

The data obtained in the first step is the output stream of codes of ∆Σ converters instanciated

in the boundary between pipeline stages. The input of these converters are generated by the stages

themselves and the exact voltage values do not need to be known in advance. To understand how

it is possible to make a pipeline converter behave in such a way, the following statements will be

analyzed:

• It is possible to instanciate ∆Σ ADCs in the interface between pipeline stages.
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• The instanciated ∆Σ converter in a stage boundary is not unique, but it is a multiplicity

of combinations of elements that give a number of different converters.

• These converters can generate their own input and set their initial condition.

The rest of this chapter will explain how to implement each of the aforementioned statements.

2.2 Instancing ∆Σ converters in the pipeline stages boundaries

2.2.1 System-level modifications

To instanciate one ADC with the elements of another we will first check if the building blocks

required to make the pipeline stage contain the building blocks required to make a ∆Σ converter.

To build a pipeline stage, using as reference figure 1.14, the following circuital blocks are

required: an ADC (the stage sub-ADC), a DAC (part of the MDAC), a voltage subtractor and an

amplifier (part of the MDAC). To build a ∆Σ converter, using as reference figure 1.10, it is re-

quired to have an ADC, a DAC, a voltage subtractor and an integrator. The only different building

block between these two architectures is an amplifier in the ∆Σ ADC that should be an integrator.

In SC circuits, this integrator can be implemented using the same amplifier without any cir-

cuital modifications; if the charge is held in the feedback capacitors instead of being flushed with

every clock cycle, then the amplifier becomes an integrator. With this in mind it is possible to

treat the amplifier as an integrator when comparing the building blocks of both systems and no-

tice that both architectures share the same building blocks.

To instantiate a ∆Σ modulator between two pipeline stages, referred to as head for the pre-

decessor and tail for the successor, the following system-level modifications are needed: in both

stages, the sub-ADC is disconnected from the sub-DAC. Then the sub-ADC of tail is connected

to control the sub-DAC of head. If the bit count of both stages differs, logic has to be added to
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make the sub-ADC output and the sub-DAC input compatible. If the tail number of bits is less

than head number of bits, the matching logic has to pad with 1’s and 0’s the extremes of the

sub-ADC thermometer output until the number of bits matches the input bits of the sub-DAC.

In the inverse case, the sub-ADC output extreme bits can be discarded. Figure 2.1 illustrates the

previous reconfiguration. The logic block that handles the communication between the stage sub-

ADC, the stage DAC and the next stage sub-ADC will be referred to as bit matching logic (BML).

ADC DAC

−

STAGE

ADC DAC

−

STAGE

Bit matching logic

FIGURE 2.1. Instanciating of a ∆Σ loop in the interface of two pipeline stages. Thick
line show the ∆Σ ADC.

2.2.2 Circuital modifications

The previously described ADC reconfiguration require circuital modifications. The conven-

tional implementation of a SC, flip-around pipeline stage is depicted in figure 2.2. It consists of

n − 1 feedfoward capacitors (Cs) connected in parallel, and a single feedback capacitor (Cf ).

The total number of capacitors (n) matches the desired stage gain, which is n = 2B for B or B.5

bits when each Cs capacitor is connected to 2 or 3 reference voltages, respectively.

The circuit is operated by a two-phase clock, with non-overlapping phases φ0 and φ1. Dur-

ing φ0, switches sw cm , sw 0 and sw 3 are closed, charging all Cs and Cf capacitors with the input

voltage. When φ1 is high, switches sw 1 and sw 2 close and the stage’s sub-ADC selects the ap-

propriate reference voltages for every Cs capacitor. Assuming perfect charge redistribution, the
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Cs0

References

Cs1

• • •
Cs (n−2)

Cf

sw 0 sw 1

sw 2 sw 3

sw 0 sw 1

sw cm

A
D

C

FIGURE 2.2. Conventional pipeline stage implementation.

residual voltage is (2.1):

Vout = Vin ·

(
1 +

n−2∑
s=0

Css
Cf

)
︸ ︷︷ ︸

Stage gain

−
n−2∑
s=0

Css
Cf

Vref s (2.1)

where Vref s is the selected reference voltage by the analog multiplexer of each Css capacitor.

This voltage will be referred to as the selected voltage.

The modifications that enable the use of the calibration algorithm are depicted in figure 2.3.

The feedback capacitor is eliminated and the n − 1 feedforward capacitors are replaced by n

modified capacitors (C). These capacitors have the same architecture as the feedfoward capaci-

tors but have one additional switch (sw 4) which enables one or many capacitors to be connected

in feedback configuration. Also extra logic, the BML, has to be added between the stage sub-

ADC and the MDAC. This block receives data from both the stage sub-ADC and the next stage
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sub-ADC and a digital register, to convert arbitrary input digital signals with the MDAC.

−

+

C0

References

C1

• • •
C(n−1)

sw 0 sw 1

sw 2 sw 3

sw cm

A
D

C

sw 4

BML

From next stage

FIGURE 2.3. Modified pipeline stage implementation, the modified parts are highlighted
in the diagram.

2.3 ∆Σ number of configurations

Several ∆Σ converters can be instantiated at the interface between two pipeline stages. This

section will address the number of valid combinations that can be created.

2.3.1 Naive combinations

The modified capacitors, C can be used as either feedback or feedforward capacitors. As

long as there is at least one feedback capacitor and one feedforward capacitor in the MDAC, a

mathematically valid ∆Σ converter can be created. For a particular capacitor configuration, set

S will contain the indexes of the capacitors selected to operate in feedfoward. Set F will contain

the complement of set S and will have the indexes of the capacitors that will be used as feedback,
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such that the sum of the cardinalities of both sets are equal to the number of capacitors, this is,

n = |S|+ |F |. These sets are represented in figure 2.4.

−

+

−

+

−

+

S

References

A
D

C

BML

From next stage

S
F
F

in

S

F

ref

S

F

ref

φ0 φ1

FIGURE 2.4. The capacitors of the stage can be separated into feedfoward capacitors (set
S) and feedback capacitors (set F ).

The number of unique configurations is given by summing all possible capacitor permuta-

tions for a specific S cardinality, and summing for all possible S cardinalities, as expressed in

(2.2).
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N∆Σ =

|S|=n−1∑
|S|=1

(
n

|S|

)
(2.2)

2.3.2 Feedfoward gain limit

The previous result is valid only if the converter internal nodes could handle any voltage

without over-ranging or going over the acceptable operating voltages. Real ADCs cannot work

in those conditions and usually high non-linearities arise if some internal voltage exceeds the op-

erating range. In this case, the signal that could overload ∆Σ loop is the output of the integrator.

Assuming an ideal converter, the change in voltage for a single conversion step of the loop is in

(2.3).

∆V =
∑
s∈S

Cs∑
f∈F Cf

(Vin − Vref ) (2.3)

To prevent the integrator residual to go over the designed range, the feedfoward gain
∑

s∈S
Cs∑

f∈F Cf

must be at most 1. For an ADC where all capacitors have the same value, as it is the case for

the example MDAC implementation of 2 or 3 voltage references for each capacitor, this means

the cardinality of S must be at most the cardinality of F . When capacitor mismatch is present,

in order to make sure the feedfoward gain is less than or equal to 1, the cardinality of S must be

less than the cardinality of F . This limits the number of valid combinations to (2.4).

N∆Σ =

|S|=b(n−1)/2c∑
|S|=1

(
n

|S|

)
(2.4)

An example of this restriction is shown in figure 2.5, where residuals of the same input sig-

nal are tested for different cardinalities of set S in a 3.5-bit pipeline stage. The envelope of the

residual increases with the number of elements of S and the envelope will get past the FSR when

|S| > bn/2c.
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FIGURE 2.5. Integrator residual for ∆Σ converters built from a of 3.5 bits pipeline stage.

2.3.3 Bit matching

Until now it has been mentioned that the BML will condition the codes from the tail stage

to be used in the head stage when operating as a ∆Σ loop, but it has not been explained how this

match will be performed. For a conventional pipeline ADC, the codes of the stage sub-ADC are

mapped to the MDAC using a table which is hardcoded into the stage circuitry. This table starts

with the minimum code selecting the minimum references of all feedfoward capacitors (Cs) and

escalate to the maximum code selecting the maximum references of all (Cs). The escalation is

done by changing the reference of only one capacitor to its successor with each code increase. In

table 2.1, a 3.5-bit mapping is presented as an example. The units of the mapping are LSBs and

the Total row shows the output of the DAC associated with the MDAC. It is linear with the input

codes.

For ∆Σ operation, the signals that have to be matched are the tail sub-ADC with the head

sub-DAC after being modified by the Σ∆ configuration. This means that the number of control
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TABLE 2.1. Code to references mapping for a 3.5 bit pipeline converter. The header are
the digital codes of the ADC output and the rows units are in the DAC LSB .

DAC
ADC 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Cs0 -1 0 0 0 0 0 0 0 1 1 1 1 1 1 1
Cs1 -1 -1 0 0 0 0 0 0 0 1 1 1 1 1 1
Cs2 -1 -1 -1 0 0 0 0 0 0 0 1 1 1 1 1
Cs3 -1 -1 -1 -1 0 0 0 0 0 0 0 1 1 1 1
Cs4 -1 -1 -1 -1 -1 0 0 0 0 0 0 0 1 1 1
Cs5 -1 -1 -1 -1 -1 -1 0 0 0 0 0 0 0 1 1
Cs6 -1 -1 -1 -1 -1 -1 -1 0 0 0 0 0 0 0 1

Total -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7

signals the head sub-DAC recieves is not the same as during normal conversion, because they are

dependent on the cardinality of the S set.

The BML has to be able to map the sub-ADC codes in three situations: when the sub-DAC

resolution is less than that of the sub-ADC, when both have the same resolution and when the

sub-DAC resolution is greater than that of the sub-ADC.

When the resolutions of the sub-ADC and sub-DAC match, the table for a conventional

pipeline stage mapping can be used. When the sub-DAC has a greater resolution that the sub-

ADC, the conventional pipeline mapping used for the sub-ADC can be padded with the extreme

values to fill all the code space of the sub-DAC. In table 2.2, an example of this padding is shown

to expand a 2.5-bit sub-ADC output to match a 3.5-bit sub-DAC input.

This padding will introduce a non-linearity in the analog-digital-analog conversion. With the

increase of the number of padded codes, the transfer function of the system will approximate a

step function, as seen on figure 2.6. This non linearity is equivalent to adding a feedback gain to

the system and clipping the output. It would generate conversion errors if the ∆Σ stream of codes

is then decimated, but as it will later explained, the complete digital stream from the conversion
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TABLE 2.2. Padding of a 2.5 bit ADC map to fit a 3.5 bit DAC.

DAC
ADC 0 1 2 3 4 5 6 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Cs0 -1 0 0 0 1 1 1 -1 -1 -1 -1 -1 0 0 0 1 1 1 1 1 1 1
Cs1 -1 -1 0 0 0 1 1 → -1 -1 -1 -1 -1 -1 0 0 0 1 1 1 1 1 1
Cs2 -1 -1 -1 0 0 0 1 -1 -1 -1 -1 -1 -1 -1 0 0 0 1 1 1 1 1

Total -3 -2 -1 0 1 2 3 -3 -3 -3 -3 -3 -2 -1 0 1 2 3 3 3 3 3

is used and these distortions do not cause any problems in the calibration process.

FIGURE 2.6. Different transfer functions for analog-digital-analog conversion for a 6.5
bit stage emulating ∆Σ loops of different resolutions.

When the sub-DAC has a lower resolution that the sub-ADC, the conventional pipeline map-

ping used for the sub-ADC can be chopped to fit the sub-DAC code space. In order to prevent

problems arising from strong non-linearities, the remaining codes must be evently spaced from

each other. This can be achieved by stripping all even codes from the code mapping, thus halving

the resolution of the code map. An example of chopping from 3.5 bits to 2.5 bits is shown in table
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2.3. This process can be applied recursively up to 1 or 1.5 bits. If after chopping the relation is

inverted, that is, now the sub-DAC has a greater resolution that the sub-ADC, then the previous

padding process can be applied.

TABLE 2.3. Chopping of a 3.5 bit ADC map to fit a 2.5 bit DAC.

DAC
ADC 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 0 1 2 3 4 5 6

Cs0 -1 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 1 1 1
Cs1 -1 -1 0 0 0 0 0 0 0 1 1 1 1 1 1 -1 0 0 0 1 1 1
Cs2 -1 -1 -1 0 0 0 0 0 0 0 1 1 1 1 1 -1 0 0 0 0 1 1
Cs3 -1 -1 -1 -1 0 0 0 0 0 0 0 1 1 1 1 → -1 -1 0 0 0 1 1
Cs4 -1 -1 -1 -1 -1 0 0 0 0 0 0 0 1 1 1 -1 -1 0 0 0 0 1
Cs5 -1 -1 -1 -1 -1 -1 0 0 0 0 0 0 0 1 1 -1 -1 -1 0 0 0 1
Cs6 -1 -1 -1 -1 -1 -1 -1 0 0 0 0 0 0 0 1 -1 -1 -1 0 0 0 0

Total -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 -6 -4 -2 0 2 4 6

The previous methods were exemplified with half-bit stages, but these methods can also be

applied to integer resolution stages. An offset will be added in the conversion from analog to

digital and then back to analog, but it will not affect the ∆Σ operation.

2.4 Artificial input generation and ∆Σ initial conditions

For any mode of operation, the MDAC is able to ignore the input node and auto generate

its own input. The only necessary modification for this is to close sw 2 instead of sw 0 during φ0.

This will make the stage read the capacitor references instead of the input node. Then any signal

that can be generated with the stage sub-DAC can be fed to the stage.

At a system-level, this process can be conceptualized as cloning the sub-DAC of the stage

and connecting it to the stage input. Then this DAC is controlled by the BML with a digital sig-

nal, which is converted to analog by the DAC and then converted again to digital with the ADC,

as depicted in figure 2.7.
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FIGURE 2.7. Block diagram of equivalent system for input self generation. The high-
lighted elements are identical.

This same feature can be used to pre-charge the ∆Σ loop. Normally the capacitors assigned

to set F would be flushed of any charge and then fixed to the feedback position. To have the

ability of pre-charging the loop, on the first φ0 period, before fixing the capacitors into feedback

position, the capacitors references can be connected closing sw 2. Then, when the capacitors flip

to be fixed into the feedback position, the charged reference voltage in each capacitor will be

averaged with the capacitor values as weights. This voltage is the ∆Σ initial condition.

This capacity enables the ADC to do not depend on any external voltage reference, since

the tests signals are generates from within using the same components that are used for normal

conversion operation.

2.5 Stage modes of operation

In this section, a review of the operating modes of the ADC is presented before merging the

previously explained facts into an algorithm capable of performing calibration.

2.5.1 Pipeline mode

During normal conversion the stages are configured in pipeline mode. In this mode one of the

C capacitors is selected to function as flip-around feedback capacitor. This capacitor is referred
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to as Cf . The feedfoward capacitors will be named Cs,k for k ∈ [0..n − 2]. In φ0, all capacitors

sample the input signal by closing sw 0 and sw 3. In φ1 capacitor Cf flips to feedback position by

closing sw 4 and sw 1, and each Cs,k capacitor is connected to its own reference by closing sw 2

and sw 1. This process is repeated for each clock cycle. A diagram of the switching performed on

each period is shown in figure 2.8.
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FIGURE 2.8. Switches states during pipeline mode.

2.5.2 ∆Σ mode

During the data capture stage of the calibration process, the ∆Σ mode is enabled. For a

specific set S and F , the switching procedure is as follows:
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For capacitors in set F on the first φ0 cycle, switches sw 2 and sw 3 are closed in order to

charge the initial condition of the ∆Σ loop. The reference selection is performed by a register of

the BML. Then, on the first φ1 and for the rest of that ∆Σ conversion, switches sw 4 and sw 1 are

closed to fix those capacitors in feedback position. Figure 2.9 shows a diagram of this switching.
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FIGURE 2.9. Switches states during ∆Σ mode for switches in capacitors of set F .

For capacitors in set S, on every φ0 cycle, switches sw 2 and sw 3 are closed in order to gener-

ate an artificial input. The reference selection is performed by a register of the BML which value

changes on every clock cycle.. On every φ1, switches sw 2 and sw 1 are closed to connect the

capacitors on feedfoward position, and the reference selection is performed by the BML based

on the output code of the next stage sub-ADC and following the bit matching explained in section

2.3.3. Figure 2.10 shows a diagram of this switching.
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FIGURE 2.10. Switches states during ∆Σ mode for switches in capacitors of set S.

40



3. PROPOSED ALGORITHM

This chapter will explain how the previous circuit modifications enable the calibration of the

pipeline converter.

3.1 ∆Σ model

This algorithm requires the ∆Σ loop to be modeled by a mathematical function. The closer

this model is of the actual ADC, the closer the estimation parameters will be to the actual electri-

cal parameters.

The election of the ∆Σ model is up to the designer of the ADC. For this work an ideal ∆Σ

converter with linear charge loss will be used for modeling the ADC. The model equation is:

Vout[k] = η

(
Vout[k − 1] +

∑
s∈S

Cs∑
f∈F Cf

(
Vins [k]− Vref s

[k]
))

(3.1)

where Vout[k] will be referred to as the integral residual output, Vins [k] is the input voltage for

each capacitor. This voltage is self-generated as explained in section 2.4. Vref s
[k] is the reference

voltage selected during ∆Σ conversion by the output of the next stage sub-ADC and mapped

using the BML as explained in section 2.3.3. η ∈ [0..1] is the charge loss factor, a value of 1

means no charge loss, as an ideal ADC.

3.2 Cost function

With the previous model, a cost function can be defined to measure the mismatch between

the integral residual generated by a set of estimated parameters and the measurements obtained

in the first step of the calibration process. This cost function can be conceptualized using figure

3.1. It pictures two ADCs being compared, one is the actual ADC and the other is a simulated
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one using the mathematical model described in the previous section, it will be referred to as the

estimated ADC. The estimated ADC will generate different outputs for the same conditions when

the estimated parameters fed into the model change.

Real stage
DAC

Estimated stage
DAC

Initial condition, S set, F setInput codes Cost function

Digital stream

Integral residual

FIGURE 3.1. Calibration conceptualization, comparing the output of a actual ADC with
the residual of an estimated ADC. The actual ADC “calibrates” the parameters of the
estimated ADC to match the actual ADC.

Both ADCs inputs are connected to a clone of their respective sub-DACs, that are in turn

controlled by the same digital input signal, have the same capacitor configuration and are initial-

ized with the same initial conditions. The digital stream of codes from the actual ADC is stored

and the integral residual from the estimated ADC is compared with the stream of codes using the

cost function to be defined. The closer the estimated parameters are from the actual parameters,

the lower the cost function should be.

When computing the error it is important to notice that the stream of codes generated by a

∆Σ loop is the quantized version of the integral residual. If the ADC is assumed to be ideal, then

this means that for every sample of the stream of codes, the integral residual is contained in the

code-bin. This enables to define a naive cost function which takes the distance of the integral
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residual from the code-bin range for each sample and sums the squared value across all samples:

EF n(x, c) =
N−1∑
k=0

En(binmin(c[k]), binmax (c[k]), x[k])2 (3.2)

with

En(a, b, x) =

0 if a < x < b

min (|a− x| , |b− x|)
(3.3)

where x is the integral residual, c is the code stream and binmin , binmax are the functions that

obtain the minimum and maximum transition voltages at the extremes of the code-bin associated

with a code.

The cost function for a single sample can be zero if it lies in the code bin, which is a range

of values. This means that there is a number of parameter sets that have a cost function equal

to zero and no further parameter refinement can be performed. These parameter sets satisfy that

all samples of the integral residual associated with them lie inside the code bin associated with

each sample. The zone comprised by the plot of the union of all the code bins associated with the

codes generated by the actual ADC will be referred to as the deadband, because there is no way

to compare parameter sets were the integral residuals generated lie inside this band. A plot of a

deadband example is pictured in image 3.2.

This naive cost function does not take into account PVT errors in the sub-ADC thresholds

of the ∆Σ converter. These errors add uncertainty to the locations of the transition voltages for

each code-bin. In order to take into account this uncertainty, the range of each code-bin can be

expanded by a tolerance parameter (tol ). This parameter can be selected such that the code-bin

of the actual converter will be contained in the expanded code-bin with an arbitrary confidence,

at the cost of a larger deadband. The extent of the loss of calibration precision because of a larger
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deadband vs the loss of calibration precision because non-overlap of the actual code-bin with the

deadband will be measured in the next chapter.

EF (x, c) =
N−1∑
k=0

E(binmin(c[k]), binmax (c[k]), x[k])2 (3.4)

E(a, b, x) =

0 if a− tol < x < b+ tol

min (|a− tol − x| , |b+ tol − x|)
(3.5)

This cost function process is depicted in figure 3.2, the samples where E > 0 are shown with

a gray bar.

FIGURE 3.2. Cost function computation process, the samples that have a gray bar add to
the value of E.
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3.3 Minimization problem

The previous cost function is defined for a single ∆Σ configuration. A configuration is a

specific combination of an S set, an initial condition and an input signal. A single configuration

alone is not enough to calibrate the converter. This is because if we plot the cost function for

a slice of the estimated parameters, as depicted in figure 3.3 , the cut being performed for an

MDAC reference voltage and a capacitor, it is possible to see that the cost function has a mini-

mum zone instead of a point, so multiple parameters minimize the function. This minimum zone

corresponds to all the parameter sets where the generated integral residual is contained inside the

deadband.

FIGURE 3.3. Slice of the cost function for a single configuration for a specific MDAC
reference voltage and a capacitor. The actual parameters are marked with a circle.
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A slice of the same two parameters, for another configuration with different set S but same

input signal and initial condition, presented in figure 3.4, shows that the minimum zone has a dif-

ferent shape, but the actual parameter set is in both minimum zones, since the actual parameters

must be a solution of the cost function.

FIGURE 3.4. Slice of the cost function for another single configuration for the same
MDAC reference voltage and same capacitor. The actual parameters are marked with
a circle.

By adding these two functions, the new minimum zone will be intersection of the minimum

zones of the cost functions. By intersecting the minimum zones of multiple combinations of

configurations, initial conditions and input signals, the resulting minimum zone should shrink

around the actual parameters of the ADC, as seen on figure 3.5, yielding better estimated param-

eters after solving the system of equations.
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FIGURE 3.5. Slice of the sum of the cost functions of many configurations for the same
MDAC reference voltage and same capacitor. The actual parameters are marked with a
circle.

It is important to use different initial conditions during data collection. By inspecting the

∆Σ model presented in 3.1 it can be seen that the equations are always expressed in terms of

voltage differences. This implies that any calibration result will have calibrated the voltage dif-

ferences and not single-ended values. Having initial conditions different that zero adds absolute

terms to the calibration equations, since the output voltage for an initial condition, using the same

assumptions as for the ∆Σ model is:

Vout =
1∑

f∈F Cf

∑
f∈F

CfVicf
(3.6)

where Vicf
is the selected reference voltage used to charge the initial condition. Another caveat

is the selection of the input signal. This signal cannot be a DC signal since as shown on section
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1.3.2, the ∆Σ loop output is insensitive to feedforward gain for DC inputs.

The final equation to minimize has to take into account the cost functions of the configu-

ration, inputs and initial condition combination tested during the first stage of the calibration

process. For this work the combination was performed by adding all the cost functions together.

Depending on the minimization scheme used, a vector of all the cost function values can be passed

to the minimization solver. The minimization algorithm used for this work is least squares, but

many minimization algorithms can be applied to the system of equations.

3.3.1 Sub-ADC thresholds

The inclusion of the sub-ADC thresholds in the estimated parameters would eliminate the

need of modeling the threshold variance and computing the tolerance factor, since the deadband

edges would adjust to the transition voltages, if the calibration estimates correctly the sub-ADC

threshold voltages. But when the thresholds are included in the estimation parameters, multiple

solutions are added to the cost function. These solutions, unlike the multiple of solutions related

to the deadband, can exist in an arbitrary distance from the actual parameters.

An example of these solutions is adding a constant, K, to the sub-ADC threshold voltages

and the MDAC reference voltages of an existing solution. The addition of the constant to the

threshold voltages will offset all the deadbands by the value of K. At the same time, the addition

of K to the reference voltages will offset the ∆Σ integral residual by the same amount. Then

when computing the cost function the relative position of the deadband with the ∆Σ integral

residual will be the same and the cost function value will be preserved. Since the addition of the

constant can be done to an already existing solution, the new parameters can be shifted by an

arbitrary amount and still be a solution.

Figure 3.6 exemplifies this property. The cost function plot axis are a sweep of two constants.

The x axis constant is the offset added to all sub-ADC threshold voltages and the y axis constant
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is the offset added to al the MDAC references voltages. The diagonals x = y of the plot have the

same cost function value.

FIGURE 3.6. Sweep of the sum of the cost functions of many configurations. The axes
correspond to the offset of threshold voltages and the reference voltages.

3.4 Correction equation

The correction will be performed by inverting the estimated pipeline transfer function of

each stage and propagating the quantized value of the last sub-ADC, connected to the output last

stage, to the input node of the pipeline ADC. In order to do this, a mathematical model of the

pipeline ADC is required. The model for this work is the pipeline analogous to the ∆Σ model

presented in 3.1. For a specific code from the stage sub-ADC, the output of the stage will be:
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Vout = η

(
N−2∑
s∈0

Cs
CN−1

(
Vin − Vref s

))
(3.7)

where Vref s
is the reference voltage that corresponds to the code. This model assumes that the last

capacitor, CN−1 is being used as feedback capacitor. If other capacitor is being used in feedback

configuration instead, the indexes has to be adjusted accordingly. Inverting this model yields the

following equation:

Vin =
Vout + η

∑N−2
s=0

Cs

CN−1
Vref

η
(

1 +
∑N−2

s=0
Cs

CN−1

) (3.8)

The estimation of the input has to be processed with higher numeric precision that the res-

olution of the ADC, to prevent numerical errors arising from finite precision. The estimation of

the input involves the steps depicted in figure 3.7:

1. The ideal quantized value associated with the code of the last sub-ADC is used as a

starting point for iteration. This value represents the estimated output voltage (Vout ) of

the last stage. The ideal quantized value is used since there is no estimation of the sub-

ADCs thresholds, otherwise the quantized value associated with estimated code-bins

could be used.

2. From the last to the first stage, the Vout of that stage is applied to the inverted transfer

function, yielding the input voltage (Vin) of that stage and the Vout of the previous stage.

Directly inverting transfer function is not possible because for an input value many

output values may be possible, but for a specific code, the function can be inverted

which yields equation (3.8), this is shown in figure 3.2 as a gray area in the inverted

transfer function.

3. After iterating though all stages, the obtained value is the estimation of Vin of the first

stage. This high precision decimal value has to be digitally quantized to output the

calibrated code of the ADC out of the device.
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FIGURE 3.7. Process of applying the estimated parameters to the output of a conversion.
The code of each stage is used to select the appropriate range of the inverted transfer
function. The quantized value of the last ADC is propagated to the input of the first stage.
The estimated input is quantized to the ADC resolution.
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4. SIMULATION

The algorithm was tested using system level simulations. The simulation model employed

for simulations is the same presented in 3.1 with the addition of Gaussian noise used to simulate

thermal noise. This noise is applied to the voltage references of the capacitors and the threshold

voltages of the sub-ADC comparators. The system-level simulations were performed in Python

3.7.3 using Numpy 1.16.4 and Numexpr 2.6.10dev0 for acceleration.

4.1 Simulated tests

A number of instances of a pipeline ADC were simulated, with stages of [3.5, 3.5, 2.5] bits

each one and a final flash converter of 4 bits. The nominal value of the capacitors is not important,

since for pipeline and ∆Σ modes the conversion operation is capacitor-ratioed. To aid the conver-

gence of solutions when optimizing, the capacitors nominal value is set to 1F . The mismatch of

capacitors is variable and depends on size, type and technology. Sin et al. (2009) found mismatch

in the range of 0.05% − 0.25% for parallel capacitors. A mismatch in the range of 0.8% − 1.2%

for fringe capacitors was found by Tripathi and Murmann (2014). And Omran, Alahmadi, and

Salama (2016) found a mismatch in the range of 0.11% − 0.3% for different MoM capacitors.

Taking into account all this information a mismatch of 0.25% was used.

The mean of η for each stage is selected to ensure the pipeline residual settles with at

least half of the least significant bit (LSB) of the resolution of the remainder of the ADC:

µ(η)h = MAX (0.95, 1 − LSB(1 +
∑H+1

j=h+1bbitshc)/2). This factor is modeled to distribute

lognormal with a standard deviation equivalent to an underlying settling time normal distribution

with half a time-constant of standard deviation.

Three tests were performed, each test is a bivariate sweep of simulation parameters. For each

point of the sweep, four ADCs are instantiated in a Monte-Carlo fashion. Each ADC is simulated
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and the calibration algorithm is executed on each stage of the ADC. Then the un-calibrated and

calibrated ENOB are computed, and the Monte-Carlo results are aggregated into the mean.

For the three tests one of the variables swept is the sub-ADC threshold voltages’ standard

deviation (actual stdev.). The sweep range of this variable if from zero to 1/6 LSB . The other

variable swept for each test is: Test 1: sub-ADC threshold voltages standard deviation (mod-

eled stdev.), Test 2: MDAC voltage references noise and Test 3: sub-ADC threshold voltages

noise. These variables were selected to measure the effect of choosing a wrong deadband size,

measure the effect of the estimated parameters’ noise and measure the effect of the deadband

noise, respectively. The noise standard deviation (σ) sweep range starts at σ = 0 and ends at

3 σ = 11/250 of the full scale range for each stage. For Test 1 the ADC simulated is noiseless

and for Test 2 and 3 the modeled stdev. is zero because, as it will be shown in the next section,

the algorithm performs best when the tolerance parameter of the cost function is set to zero.

These calibration simulations took 2 days to compute in a 8-core machine at 3.20GHz.

4.2 Simulation results

The results are plotted with the actual threshold variance sweep as the x axis. The aggregated

ENOB is plotted in the y axis and each test specific sweep is plotted as different curves. For com-

parison purposes, two more curves are added to the plot. The naive ENOB, which is obtained by

using the ideal electrical parameters for signal reconstruction. And the perfect knowledge ENOB,

which is obtained by using the real electrical parameters for reconstruction. The mean for each

aggregated value is plotted in a solid line while one standard deviation is plotted with a dashed

line around the mean.

As seen in figure 4.1, it does not matter what the actual threshold variance is. The best cal-

ibration is achieved when no threshold variance is assumed by the algorithm, which implies a
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tolerance parameter (tol ) of zero for the cost function. Because of this, the next tests will all use

tol = 0.

FIGURE 4.1. Calibrated and uncalibrated ENOB for different threshold variance assumptions.

The results of test 2 can be seen in figure 4.2. The calibration difference between no noise

and the maximum amount of simulated noise is less than 1
4
LSB .

The results of test 3 can be seen in figure 4.3. The calibration difference between no noise

and the maximum amount has a maximum of 1LSB .
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FIGURE 4.2. Calibrated and uncalibrated ENOB for different MDAC reference noise
levels simulation sweeps.
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FIGURE 4.3. Calibrated and uncalibrated ENOB for different threshold noise levels sim-
ulation sweeps.
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5. CONCLUSION

A novel ADC calibration scheme for SC pipeline ADCs, based on internal components re-

configuration, has been presented. The calibration scheme does not require any external refer-

ences or dedicated circuitry to be used as true ground. But relies on the internal sub-ADC to

compute bands of voltages where the estimated integral residual should lie.

The assumption that the sub-ADC threshold voltages are ideal undermines the hypothesis

that suggests that it is possible to use this algorithm to calibrate the ADC without assuming or

knowing beforehand any circuit parameter. As shown by the simulated results, the calibration al-

gorithm tolerates some variance in the values of the actual threshold voltages without significant

loss in calibration precision. However, a systematic error in the threshold values or a signifi-

cant amount of variance of the threshold values will impact the calibration performance. This

assumption of the threshold values may be eliminated and make the algorithm assumption-free if

a way of introducing the threshold values can be found without creating the unbounded solutions

explained in 3.3.1.

Even if the sub-ADC noise uncertainty is incorporated into the algorithm model, the cali-

bration performs best when a noiseless sub-ADC is assumed. For for the simulated dataset, the

algorithm is capable of calibrating to an ENOB up to 1 bits of an exact calibration for low levels

of sub-ADC threshold and MDAC references voltage noise.

The effect of the reference noise on the calibration is small and no clear trend could be

deduced from the simulated data set. On the other hand, some degradation of the algorithm per-

formance has been noticed from the simulations with the increase of sub-ADC threshold noise.
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5.1 Strengths and weaknesses of the algorithm

One strength of the calibration scheme is that it does not require external stimuli in order

to perform calibration. And since the input signal is also being estimated, the precise voltages

values do not need to be known. This relaxes the design constraints on the elements generating

the input signal, allowing for static variance in those circuital elements and as seen in the results,

noise in the MDAC’s voltage references does not impact significantly in the calibration quality.

Another strength of this algorithm is that the resolution increase after calibration does not

depend on the resolution of an external calibration circuitry, such as a signal generator or another

ADC. This means that the algorithm may be applied even for circuits that have been aged or are

partially damaged.

The main drawback of the proposed algorithm is the amount of computing resources required

to perform calibration. The minimization optimization requires to compute the gradient and ja-

cobian of a function of O(2B) dimensions of a sum involving O(2B×configurations× samples)

elements. The time it takes to solve a calibration problem in a computer, which is in the order

of hours, greatly exceeds the acceptable amount of time usually dedicated to devices calibrated

by foreground algorithms. These are measured in the order of seconds, since the algorithms are

usually run with the start-up of the system they are embedded into.

Another drawback of this algorithm is the dependence on the sub-ADC static variance and

noise. It may be argued that this is the source of the algorithm precision, since deviations of this

element from non-idealities have the biggest effect on calibration results. This limits the applica-

tion of the algorithm to systems where error is not dominated by the sub-ADC threshold voltages.
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5.2 Products of this work

A paper presenting this work entitled “A blind calibration scheme for switched-capacitor

pipeline analog-to-digital converters” was submitted and accepted for the Latin American Sym-

posium on Circuits and Systems (LASCAS) of 2020.

5.3 Future work

Future development of the algorithm should be centered around the main two weaknesses

of the current scheme: Processing resources and the calibration performance dependence on the

sub-ADC threshold voltages.

The first issue could be addressed by using an optimization scheme suitable for the specific

mathematical problem the algorithm purposes. The optimization method used in this work, least

squares gradient descend, is a generic method that has many applications and assumes few prop-

erties of the functions being optimized. By the same token, the optimization algorithm does not

exploit the nature of the equations to converge faster to a solution. The specific model used in

this work has a simple form of sum of polynomials which may be exploited by other optimization

methods.

Another way the processing resources could be reduced is by using an optimization method

that iterates through one deadband constraint a time, instead of all of them at the same time. A

method like projection onto convex sets (POCS) could be used if the set of parameters that satis-

fies a specific deadband could be transformed in order to make that set convex. Since right now

the constraints are expressed as a sum of products, the set that satisfies those conditions is not

convex.

The dependence of the calibration precision on the number of unique configurations used

to collect data for parameter estimation was not studied in this work. It is possible that fewer

configurations than the ones simulated could obtain similar results. This would also reduce the
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computational resources required to perform a calibration.

An important question that remains is if it is possible to include the sub-ADC threshold volt-

ages into the estimated parameters. Previously it has been shown that for the current problem

formulation, the addition of those variables added local minima outside the actual solution and

reduces the calibration effectiveness. It may be possible that a different formulation of the prob-

lem could include the threshold voltages to the estimation system. This would eliminate the need

to assume ideal values for the deadband voltage ranges and for the quantized value used to prop-

agate to the input of the first stage when applying the correction procedure of section 3.4.
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