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## Abstract

In the context of the Anti de-Sitter (AdS)/Conformal Field Theory (CFT) correspondence, we investigate the computation of holographic correlation functions for quantum fields in the bulk. Unlike the semi-classical approach, quantum computations involve Infra-Red (IR) and Ultra-Violet (UV) divergences. However, consistent with the semiclassical approximation, we find that IR infinities correspond to boundary divergences, while UV divergences correspond to the bulk. We present a systematic procedure for solving the perturbative quantum problem in the bulk.

To illustrate our approach, we consider a $\Phi^{4}$ scalar field on a fixed AdS background and obtain the boundary correlation function in position and momentum space. In position space, we use two approximations: (i) we assume that the field is composed of the classical solution plus a quantum fluctuation, and we solve the classical part before using the holographic dictionary to obtain the quantum correction to the 2 - and 4 -point functions, requiring UV and IR renormalizations; (ii) using the quantum effective action, we renormalize the UV divergence from the equation of motions and then use the holographic dictionary to obtain the dual correlation function. Both formulations lead to the same conclusions and demonstrate that the bulk theory is renormalizable up to $A d S_{7}$.

Meanwhile, in momentum space, we use the background field method and renormalize the two-point function up to one loop, finding exact agreement with the position space computation. Finally, we provide a general set-up for obtaining the off-shell graviton bulk propagator, which is crucial for obtaining correlation functions for more realistic
models.
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## Chapter 1

## Introduction

Among the known four fundamental natural forces, gravity was the first to have a satisfactory description given by Newton's law of universal gravitation [1]. Using Newton's law is possible to describe the motion of planets and explain why we stay stuck to the earth. However, Newton's gravitational law cannot describe Mercury's orbit. To explain this discrepancy, there are two options: another unknown object perturbing Mercury's orbit, or Newton's law is incomplete. Over the coming centuries, no evidence of an extra body may modify Mercury's orbit, suggesting that Newton's law was not the end of the story of describing gravity.

In 1915, Einstein published perhaps the most fantastic theory on physics, the General Theory of Relativity or just General Relativity (GR) [2]. This theory changes our understanding of space and time and describes gravity as an effect of curved spacetime. Perhaps the most simple description of GR is Wheeler's quote: "Space-time tells matter how to move; matter tells space-time how to curve".

One of the earliest pieces of evidence in support of GR was the correct description of Mercury's orbit, and not many years later, the observation of the deflection of light when it passes close to a massive object. Even today, there are further and further experimental confirmations of GR predictions. Some examples include the existence of
black holes [3, 4, 5, 6, 7], gravitational waves [8, 9] or the frame-dragging effect [10]. Each experiment gives more support to Einstein's theory of gravity. Despite this success, the theory predicts objects we cannot fully explain within the theory. Black holes are the most typical example of this. According to GR, black holes are singularities of space-time where the space-time itself breaks and, therefore, GR breaks. In analogy, due to Mercury's orbit, we knew that Newton's law of gravity was not the last word in the description of gravity. Black holes tell us that GR cannot be the last word in the description of gravity.

Alongside the development of GR, quantum mechanics arose as a successful theory to describe the micro-world. Even more, by considering quantum mechanics with special relativity, the quantum field theory (QFT) was developed and allowed to go into the quest of understanding a fundamental aspect of nature: What compose matter. Among the many possibles QFT, the most successful description is the Standard Model (SM) of particles that accurately describes the fundamental component of matter and how they interact in flat space-time. Despite this, the SM did not predict the mass of the particle. The Higgs mechanism [11, 12, 13] tells us how particle acquires their mass, at least in theory. In 2012 the Higgs particle was discovered by ATLAS [14], and CMS [15] at the LHC, adding the last missing block of the SM. However, as it happens with GR, the SM does not describe the whole microscopic world; it has not been able to describe the neutrino mass or what composes dark matter. Nevertheless, the biggest problem of SM is that it has nothing to say about gravity. Trying to fit gravity, as described by GR, into the quantisation scheme of the SM conduces to infinities that cannot be removed without modifying the original theory, i.e. gravity is non-renormalisable, at least by perturbation theory [16].

So far, our knowledge of how to describe the fundamental forces relies upon two very different theories: On one hand, the GR, a classical theory describing gravity as the curvature of space-time; on the other hand, the SM tells us that a quantum theory can explain all the other forces on a flat space. GR and SM differ in their fundamental aspects,
and one explains phenomena with remarkable precision that the other cannot describe and vice versa. Then is natural to ask ourselves how to find a theory that describes gravity in the most fundamental way that is compatible with the quantum field theory.

Finding a theory that makes the quantum theory and GR compatible will lead to a better understanding of black holes or the very early moments of the universe. Nowadays, the most promising candidate for a quantum theory of gravity is string theory.

However, even if we still do not have a complete theory of quantum gravity, we can still learn some features of black holes. For many years, they were believed to be cold, dark objects moving around the universe, absorbing everything and not letting go of anything that falls inside them. This idea changed when Bekenstein [17, 18] proves that black holes have an entropy proportional to the event horizon area; and later on, Hawking [19] found the proportionality constant for the entropy and the temperature for the black hole; proving that black holes are thermodynamic objects. In 1996 Strominger-Vafa [20] worked on counting the black hole microstate for a certain kind of black hole in string theory, which agrees with Bekenstein-Hawking entropy giving more evidence to the area formula for the entropy.

In statistical mechanics, a gas's entropy scales as the volume. So, the fact that black holes' entropy scales as the area gives the intuition that the nature of gravity is encoded in the area enclosing the volume. This is the called holographic principle [21, 22], named after hologram in optics where a two-dimensional image encodes the three-dimensional object we see.

Despite the strong evidence about the holographic nature of gravity, it was not until Maldacena's [23] work that he realised that type IIB superstring theory in certain limits decouples into apparently two different theories. One corresponds to type IIB Super-Gravity (SUGRA) on $A d S_{5} \times S^{5}$, and the other theory is $\mathcal{N}=4$ SYM living in the boundary of the $A d S_{5}$, i.e. in four dimensions. Maldacena conjecture that both theories
are the same.

The conjecture, now called Maldacena's conjecture, AdS/CFT, Gauge/Gravity duality or more general as Holographic correspondance is systematised after Witten's [24] and Gubser, Klebanov and Polyakov [25] work where they state what is now called the "holographic dictionary" or GPKW rules.

According to the holographic dictionary, for each classical field in the bulk, we demand an arbitrary but fixed boundary condition. From the point of view of the CFT, the boundary condition for the bulks classical field has the interpretation as the source from which we can compute correlation functions for conformal operators. So, to each bulk field correspond a gauge invariant conformal operator, and the boundary condition corresponds to the source of the dual operator. Table 1.1 summarises the correspondence between bulk fields and CFT operators. Other important characteristics are:

| Field in $A d S_{d+1}$ | $C F T_{d}$ Operator | Conformal dimension |
| :---: | :---: | :---: |
| Scalar of mass $m$ | $\mathcal{O}$ | $\Delta=\frac{d}{2} \pm \frac{1}{2} \sqrt{d^{2}+4 m^{2}}$ |
| Gauge field $A_{\mu}$ | Conserved current $J^{a}$ | $d-1$ |
| Graviton $g_{\mu \nu}$ | Energy momentum tensor $T^{a b}$ | $d$ |

Table 1.1: The equivalence between bulk fields and their duals is given by Lorentz invariance. In the table, the $\mu: 0, \ldots, d$ are the bulk index and $a=1, \ldots, d$ are the boundary labels. In most cases, the conformal dimension corresponds to the positive solution for the scalar field, but there are cases where we can choose either option [26].

- Strong/weak duality: What is strongly coupled on one side is weakly coupled on the other; this allows us to consider the classical SUGRA solution, which is dual to strongly coupled CFT in the boundary. Because of this property, the AdS/CFT correspondence has application in the study theories that do not allow perturbative expansion.
- UV/IR connection: The UV divergences on one side correspond to IR divergence on the dual theory. This duality will play a substantial role in the discussion of the
present work

Following the holographic dictionary, Witten computes the holographic 2-point function for the bulk massless scalar field, finding precisely the expected 2-point function for a CFT. The same happens with the bulk gauge field, giving the known 2-point function for conserved current in CFT. In analogy to the Feynman diagram, the boundary correlation functions correspond to bulk Witten diagrams. They are very similar to the Feynman diagram, but now the external legs are attached to the boundary of AdS.

However, due to the infinite volume of AdS, there are IR divergences that need regularisation and renormalisation. Dealing with these infinities is called holographic renormalisation; it was introduced in [27, 28]. Variational methods [29, 30, 31] have been developed to work the holographic renormalisation problem. In [32] is presented an introductory review. All counterterms needed to cancel the IR divergences are local in the renormalisation process. From the point of view of the CFT, the divergences correspond to the usual UV infinities that arise in standard QFT. The holographic renormalisation mechanism is crucial to obtaining the correct holographic Weyl anomaly of the dual CFT [27].

Although there is no proof of the Maldacena conjecture because we do not know a quantum theory for gravity, no counterexample has been found. Now, it is widely believed that the duality is true. Some reviews on gauge/gravity duality are [33, 34]

The classical bulk computation of holographic correlation functions already gives the expected results for a CFT. Then we may ask ourselves what happens if, in the bulk, we consider not only classical fields but the quantum nature of the field. In particular, what are the consequences of considering quantum fluctuation in the computation of the holographic correlation function. If the conjecture holds, then the quantum effects must be re-organised such that the holographic correlation function respects the known conformal structure.

In analogy with standard QFT, considering quantum fields in the AdS/CFT context is expected to find Ultra-Violet (UV) divergences due to the loops and Infra-Red (IR) divergences due to the infinite volume of AdS. Over the last year, much progress has been reported. Most use the CFT data to obtain the quantum correction of conformal correlation functions; an incomplete list is [35, 36, 37, 38, 39, 40, 41, 42]. While working from the AdS side, most of the work [43, 44, 45, 46, 47, 48, 49, 42, 50, 51] makes use of the spectral decomposition in the embedding space formalism, to directly compute loop Witten diagrams without focusing on the regularisation and renormalisation of the bulks theory. While in $[52,53]$ worked on the problem of Feynman loop diagram within AdS and then sent the external leg to the boundary.

By working the quantum correction for holographic correlation function, there has been no systematic treatment of the divergent structure on the AdS side. Our objective is to work on this side of the problem.

In this thesis, we study the role of quantum fluctuations in the dual correlation functions. In particular, we focus on the IR and UV divergences. We provide a systematic way to regularise and renormalise the bulk theory to have a well-defined theory and compute the correction to holographic correlation functions.

As usual, in the AdS/CFT correlation function, we use the position space techniques to study quantum correction. Understanding the position space treatment, we re-obtain the quantum holographic correlation function in momentum space.

In contrast with standard QFT, most works on the CFT correlation function are usually done in position space. Mainly because Ward identities in momentum spaces become second-order linear Partial Differential Equations (PDE) which is much more challenging than the position space computation. Even more, if we take the Fourier transformation to the known correlation function in position space, we will find cases in which we cannot compute it. Progress has been made on this topic. For example, in
[54, 55] is calculated, the 3 -point function for momentum space finds new anomalies and in [56] is worked the 4-point function. An alternative approach to the problem of the CFT correlation function in momentum space is to use the AdS/CFT correspondence.

We can compute the dual correlation function by considering the bulk fields in momentum space along the coordinates transverse to the boundary and following the holographic dictionary. We work the loop correlation function in momentum space and check that both position and momentum spaces share the same structure, leading to the same conclusions about the renormalisation of the bulk theory.

The thesis structure is: In chapter 2, we briefly introduce conformal field theory and AdS space-time. In the end, we present more details of the holographic dictionary. Having introduced the holographic dictionary. In Chapter 3, we go in deep with the holographic renormalisation, compute the correlation function in the semi-classical approach and introduce Witten diagrams. In chapter $4^{1}$, we work on the bulk quantum computation following two approaches:

1. Based on [57], we use the background field method, which consists in splitting the field into a classical part with non-trivial boundary conditions plus a quantum fluctuation. Following the holographic dictionary, we obtain the corresponding loop Witten diagram and compute the quantum corrections by regularising and renormalising the infinities.
2. We face the same problem but following the quantum effective action. We solve the UV problem by studying the equation of motion that comes from the effective quantum action. Then we solve the IR divergence.

In chapter 5, we review the computation of tree-level and quantum-level holographic correlation functions in momentum space. This is done considering the Fourier transformation

[^0]along the transverse coordinates and computing the 1-loop correction to the 2-point function. Last, in chapter 6, we discuss how to compute the off-shell AdS graviton propagator. This is a work in progress

## Chapter 2

## AdS/CFT basic

To introduce the AdS/CFT correspondence, we must present what we understand as CFT and AdS space-time. This chapter aims to introduce both topics. At the end of the chapter, we connect both theories via the so-called holographic dictionary.

The first part, 2.1, consists of an introduction to conformal symmetry and its consequence at the classical and quantum level. In particular, how conformal invariance restricts the structure of correlation function between conformal invariant operators.

In the second part 2.2, we will introduce AdS space-time, the different coordinates, isometries and the euclidean version of AdS.

In section 2.3, we will introduce the so-called AdS/CFT correspondence in which both, AdS and CFT are conjectured to be equals. The connection between both theories is understood via the holographic dictionary, allowing us to compute holographic correlation functions.

### 2.1 Conformal Symmetry

By definition, [58] a conformal transformation of the coordinates is an invertible map $x \rightarrow x^{\prime}$ such that the metric tensor is invariant up to a scale

$$
\begin{equation*}
g_{\mu \nu}^{\prime}\left(x^{\prime}\right)=\Lambda(x) g_{\mu \nu}(x) \tag{2.1}
\end{equation*}
$$

This transformation has Poincare transformation as a particular case when $\Lambda(x)=1$, so it can be seen as a generalisation of Poincare transformation.

Considering an infinitesimal transformation, this is $x^{\mu}=x^{\mu}+\epsilon^{\mu}$ where $\epsilon \ll 1$, the metric at first order will change as

$$
\begin{align*}
g_{\mu \nu}^{\prime} & =\frac{\partial x^{\alpha}}{\partial x^{\prime \mu}} \frac{\partial x^{\beta}}{\partial x^{\prime \nu}} g_{\alpha \beta}  \tag{2.2}\\
& =g_{\mu \nu}-\left(\partial_{\mu} \epsilon_{\nu}+\partial_{\nu} \epsilon_{\mu}\right) . \tag{2.3}
\end{align*}
$$

Using $\Lambda(x)=1-f(x)$ we have

$$
\begin{equation*}
\partial_{\mu} \epsilon_{\nu}+\partial_{\nu} \epsilon_{\mu}=f(x) g_{\mu \nu} \tag{2.4}
\end{equation*}
$$

Taking the trace we find $f(x)=\frac{2}{d} \partial_{\lambda} \epsilon^{\lambda}$. For simplicity, let us consider $g_{\mu \nu}=\eta_{\mu \nu}=$ $\operatorname{diag}(1, \ldots, 1)$ for simplicity. Applying a derivative on (2.4) and doing some algebra, we find

$$
\begin{equation*}
2 \partial_{\mu} \partial_{\nu} \epsilon_{\rho}=\eta_{\mu \rho} \partial_{\nu} f+\eta_{\nu \rho} \partial_{\mu} f-\eta_{\mu \nu} \partial_{\rho} f \tag{2.5}
\end{equation*}
$$

contracting with $\eta^{\mu \nu}$, this becomes

$$
\begin{equation*}
2 \partial^{2} \epsilon_{\mu}=(2-d) \partial_{\mu} f \tag{2.6}
\end{equation*}
$$

Applying $\partial_{\nu}$ on the former equation and $\partial^{2}$ on (2.4),

$$
\begin{equation*}
(2-d) \partial_{\mu} \partial_{\nu} f=\eta_{\mu \nu} \partial^{2} f \tag{2.7}
\end{equation*}
$$

and then contracting with $\eta^{\mu \nu}$ we have

$$
\begin{equation*}
(d-1) \partial^{2} f=0 \tag{2.8}
\end{equation*}
$$

For different dimensions, the equation demands different treatments.

For $d=1$, the $f$ function is arbitrary, and this can be seen as the absence of angles in $d=1$. For $d=2$ corresponds to the holomorphic transformation $z \rightarrow f(z)$. CFT in $d=2$ plays a crucial role in string theory and is a whole topic on its own. We refer to [59, 60, 58, 61] for further information.

For $d \geq 3$ the eq. (2.8) and eq. (2.7) implies that $f$ has to be at most linear in the coordinates. From $f=\frac{2}{d} \partial_{\lambda} \epsilon^{\lambda}$ we see that $\epsilon_{\mu}$ is, at most, quadratic on the coordinates. So, we propose,

$$
\begin{equation*}
\epsilon_{\mu}=a_{\mu}+b_{\mu \nu} x^{\nu}+c_{\mu \nu \lambda} x^{\nu} x^{\lambda} \tag{2.9}
\end{equation*}
$$

We have to find what are $a_{\mu}, b_{\mu \nu}$ and $c_{\mu \nu \lambda}$ for general $\epsilon$. We will plug each term on the equations above, finding $a_{\mu}$ to be unconstrained and interpreted as translation. Substituting the linear term on (2.4) gives,

$$
\begin{equation*}
b_{\mu \nu}+b_{\nu \mu}=\frac{2}{d} b \eta_{\mu \nu}, b=b_{\lambda}^{\lambda}, \tag{2.10}
\end{equation*}
$$

this means that $b_{\mu \nu}$ is given by an anti-symmetric part and a pure trace part $b_{\mu \nu}=$ $m_{\mu \nu}+\alpha \eta_{\mu \nu}$, where $m_{\mu \nu}=-m_{\nu \mu}$. The interpretation of $\alpha$ is as dilatation, and $m_{\mu \nu}$
corresponds to a rigid rotation. The quadratic term yields

$$
\begin{equation*}
c_{\mu \nu \lambda}=\eta_{\mu \lambda} b_{\nu}+\eta_{\mu \nu} b_{\lambda}-\eta_{\nu \rho} b_{\mu}, \text { where } b_{\mu}=\frac{1}{d} c_{\sigma \mu}^{\sigma} . \tag{2.11}
\end{equation*}
$$

From here we can check that the infinitesimal transformation is

$$
\begin{equation*}
x^{\prime \mu}=x^{\mu}+2 x^{\lambda} b_{\lambda} x^{\mu}-x^{2} b^{\mu}, \tag{2.12}
\end{equation*}
$$

which is called special conformal transformation (SCT). Note that SCT are non-linear. The finite form of SCT is

$$
\begin{equation*}
x^{\prime \mu}=\frac{x^{\mu}-b^{\mu} x^{2}}{1-2 b_{\lambda} x^{\lambda}+b^{2} x^{2}} . \tag{2.13}
\end{equation*}
$$

A different way to obtain the SCT is by applying a sequence of inversion-translationinversion,

$$
\begin{equation*}
\frac{x^{\prime \mu}}{x^{\prime 2}}=\frac{x^{\mu}}{x^{2}}-b^{\mu} . \tag{2.14}
\end{equation*}
$$

So we have the following finite transformation

- Translation $x^{\prime \mu}=x^{\mu}+a^{\mu}$,
- Dilatation $x^{\prime \mu}=\alpha x^{\mu}$,
- rotation $x^{\prime \mu}=M^{\mu}{ }_{\nu} x^{\nu}$,
- $\operatorname{SCT} x^{\prime \mu}=\frac{x^{\mu}-b^{\mu} x^{2}}{1-2 b_{\mu} x^{\mu}+b^{2} x^{2}}$.

The corresponding generator of each transformation is,

- Translation $P_{\mu}=-i \partial_{\mu}$,
- Dilatation $D=-i x^{\mu} \partial_{\mu}$,
- rotation $L_{\mu \nu}=i\left(x_{\mu} \partial_{\nu}-x_{\nu} \partial \mu\right)$,
- SCT $K_{\mu}=-i\left(2 x_{\mu} x^{\nu} \partial_{\nu}-x^{2} \partial_{\mu}\right)$.

These generators satisfy the following commutation rules,

$$
\begin{align*}
{\left[D, P_{\mu}\right] } & =i P_{\mu}  \tag{2.15}\\
{\left[D, K_{\mu}\right] } & =-i K_{\mu}  \tag{2.16}\\
{\left[K_{\mu}, P_{\nu}\right] } & =2 i\left(\eta_{\mu \nu} D-L_{\mu \nu}\right)  \tag{2.17}\\
{\left[K_{\rho}, L_{\mu \nu}\right] } & =i\left(\eta_{\rho \mu} K_{\nu}-\eta_{\rho \nu} K_{\mu}\right)  \tag{2.18}\\
{\left[P_{\rho}, L_{\mu \nu}\right] } & =i\left(\eta_{\rho \mu} P_{\nu}-\eta_{\rho \nu} P_{\mu}\right)  \tag{2.19}\\
{\left[L_{\mu \nu}, L_{\rho \sigma}\right] } & =i\left(\eta_{\nu \rho} L_{\mu \sigma}+\eta_{\mu \sigma} L_{\nu \rho}-\eta_{\mu \rho} L_{\nu \sigma}-\eta_{\nu \sigma} L_{\mu \rho}\right) \tag{2.20}
\end{align*}
$$

which defines the $d$-dimensional conformal algebra for $d \geq 3$.
By defining the following generators,

$$
\begin{equation*}
J_{\mu \nu}=L_{\mu \nu}, J_{d+1, \mu}=\frac{1}{2}\left(P_{\mu}-K_{\mu}\right), J_{d+1,0}=D, J_{0, \mu}=\frac{1}{2}\left(P_{\mu}+K_{\mu}\right) \tag{2.21}
\end{equation*}
$$

where $J_{a b}=-J_{a b}$ with $a, b=0,1, \ldots, d, d+1$. The new generators satisfies de $S O(d+1,1)$ algebra,

$$
\begin{equation*}
\left[J_{a b}, J_{c d}\right]=i\left(\eta_{a d} J_{b c}+\eta_{b c} J_{a d}-\eta_{a c} J_{b d}-\eta_{b d} J_{a c}\right), \tag{2.22}
\end{equation*}
$$

where the $\eta_{a b}=\operatorname{diag}(1, \ldots, 1,-1)$.
For $d=2$ conformal symmetry, the algebra is infinite-dimensional and is known as Virasoro algebra.

### 2.1.1 Conformal invariance in quantum field theory

We want to build a QFT with conformal symmetry. Consider a conformal transformation, this is an invertible map $x \rightarrow x^{\prime}(x)=x^{\prime}$ such that equation (2.1) holds. Then, for example,
a scalar field transforms as

$$
\begin{equation*}
\mathcal{O}^{\prime}\left(x^{\prime}\right)=\left|\frac{\partial x^{\prime}}{\partial x}\right|^{-\Delta} \mathcal{O}(x) \tag{2.23}
\end{equation*}
$$

with $\Delta$ is some real number called conformal dimension. Notice that in the language of a general change of coordinate, the field $\mathcal{O}$ transforms as a tensor of $\Delta$ indices. This is characteristic of conformal invariant theory, where even the scalar field may acquire a Jacobian under a change of coordinates.

If the field satisfies (2.23), we call it a primary field of conformal dimension $\Delta$. Considering the quantum theory, we will call $\mathcal{O}$ indistinctly field or operator.

In QFT, and CFT is not the exception, our main object of interest is the correlation function. If we have the correlation function and use the Lehmann, Symanzik and Zimmermann (LSZ) reduction formula, we have solved the scattering process and found the S-matrix.

The $n$-point correlation function for conformal invariant operators is

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta_{1}}\left(x_{1}\right) \ldots \mathcal{O}_{\Delta_{n}}\left(x_{n}\right)\right\rangle=N \int D \mathcal{O}\left(\mathcal{O}_{\Delta_{1}}\left(x_{1}\right) \ldots \mathcal{O}_{\Delta_{n}}\left(x_{n}\right)\right) e^{-S} \tag{2.24}
\end{equation*}
$$

with $S$ a conformal invariant action and $N$ a normalisation factor. By demanding conformal invariance of the correlation function then, we find that under re-scaling, the correlation function must satisfy,

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta_{1}}\left(x_{1}\right) \ldots \mathcal{O}_{\Delta_{n}}\left(x_{n}\right)\right\rangle=\left|\frac{\partial x^{\prime}}{\partial x}\right|_{x=x_{1}}^{-\frac{\Delta_{1}}{d}} \ldots\left|\frac{\partial x^{\prime}}{\partial x}\right|_{x=x_{n}}^{-\frac{\Delta_{n}}{d}}\left\langle\mathcal{O}_{\Delta_{1}}\left(x^{\prime}\right) \ldots \mathcal{O}_{\Delta_{n}}\left(x^{\prime}\right)\right\rangle, \tag{2.25}
\end{equation*}
$$

where $d$ is the space-time dimension. We will sketch an exciting feature of conformal symmetry: it fixes the structure of the 2-point function and constrains the 3-point function up to a constant factor.

For the 2-point function, by translation invariance, it can only depend on $\vec{x}_{12} \equiv$ $\vec{x}_{1}-\vec{x}_{2}$ and rotation invariance forces us to depend on $\left|\vec{x}_{12}\right|$. Invariance under dilatation $x \rightarrow x^{\prime}=\lambda x$ implies

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta_{1}}\left(x_{1}\right) \mathcal{O}_{\Delta_{2}}\left(x_{2}\right)\right\rangle=\frac{C_{\Delta_{1} \Delta_{2}}}{\left|\vec{x}_{12}\right|^{\Delta_{1}+\Delta_{2}}}, \tag{2.26}
\end{equation*}
$$

where $C_{\Delta_{1} \Delta_{2}}$ is a normalisation constant. Finally by using SCT we find $C_{\Delta_{1} \Delta_{2}}=c \delta_{\Delta_{1}, \Delta_{2}}$ so

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta_{1}}\left(x_{1}\right) \mathcal{O}_{\Delta_{2}}\left(x_{2}\right)\right\rangle=\frac{C \delta_{\Delta_{1}, \Delta_{2}}}{\left|\vec{x}_{12}\right|^{2 \Delta_{1}}} \tag{2.27}
\end{equation*}
$$

We may absorb the constant $C$ by redefining the field $\mathcal{O}$.
By similar reasoning, we may find that the 3-point function is

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta_{1}}\left(x_{1}\right) \mathcal{O}_{\Delta_{2}}\left(x_{2}\right) \mathcal{O}_{\Delta_{3}}\left(x_{3}\right)\right\rangle=\frac{C_{123}}{\left|\vec{x}_{12}\right|^{\Delta_{1}+\Delta_{2}-\Delta_{3}}\left|\vec{x}_{23}\right|^{\Delta_{2}+\Delta_{3}-\Delta_{1}}\left|\vec{x}_{13}\right|^{\Delta_{1}+\Delta_{3}-\Delta_{2}}} \tag{2.28}
\end{equation*}
$$

It is tempting to keep pushing forward with higher correlation functions. However, for $n \geq 4$, the conformal symmetry does not fully determine the correlation function. For example, by using the conformal symmetry for the 4 -point function, we will find

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta_{1}}\left(x_{1}\right) \ldots \mathcal{O}_{\Delta_{4}}\left(x_{4}\right)\right\rangle=f(u, v) \prod_{i<j}\left|\vec{x}_{i j}\right|^{-\Delta_{i}+\Delta_{j}+\frac{\Delta}{3}} \tag{2.29}
\end{equation*}
$$

where

$$
\begin{equation*}
u=\frac{\left|\vec{x}_{12}\right|\left|\vec{x}_{34}\right|}{\left|\vec{x}_{13}\right|\left|\vec{x}_{24}\right|}, \quad v=\frac{\left|\vec{x}_{12}\right|\left|\vec{x}_{34}\right|}{\left|\vec{x}_{23}\right|\left|\vec{x}_{41}\right|}, \tag{2.30}
\end{equation*}
$$

are known as crossing ratios, $f(u, v)$ is an arbitrary function not determined by the conformal symmetry and $\Delta=\sum_{i} \Delta_{i}$. In general, the $n$-point function will have $\frac{n(n-3)}{2}$ crossing ratios.

We can obtain the correlation function via the conformal Ward identity. But we
will not follow this path.

Conformal symmetry notably fixes the 2-point function and, up to a factor, the 3-point function. However, to obtain the correlation function for some conformal invariant theory, we use the path integral (2.24), which is hard and, in most cases, impossible to compute. Thus, we use the functional generator

$$
\begin{equation*}
Z[J]=\int D \mathcal{O} e^{-S+\int d x J^{a} \mathcal{O}_{a}}, \tag{2.31}
\end{equation*}
$$

where $a=\Delta_{1}, \ldots, \Delta_{n}$ is a label.

As we have added a new object to the path integral, we must demand to be conformal invariant. Then, under conformal transformation, the source must transform as

$$
\begin{equation*}
J^{\prime}\left(\vec{x}^{\prime}\right)=\left|\frac{\partial x^{\prime}}{\partial x}\right|^{-(d-\Delta)} J(x) \tag{2.32}
\end{equation*}
$$

The correlation function (2.24) is obtained by taking derivatives with respect to the source $J$ and then setting it to zero.

### 2.2 Anti-de Sitter Space

For the sake of coherence with the following sections, we will consider a $d+1$-dimensional theory of gravity.

The best theory that describes gravitation interaction is given by general relativity (GR). According to GR, gravity is nothing but the curvature of space-time, and the dynamical field is the metric. The Einstein equations are the equation of motion that
govern the dynamics of the metric,

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R+g_{\mu \nu} \Lambda=\kappa^{2} T_{\mu \nu} \tag{2.33}
\end{equation*}
$$

where $R_{\mu \nu}$ is the Ricci tensor, $R$ the Ricci scalar, $g_{\mu \nu}$ is the metric, $\Lambda$ the cosmological constant, $T_{\mu \nu}$ is the energy-momentum tensor and $\kappa=8 \pi G_{N}$ is a constant.

The l.h.s of Einstein's equations can be obtained from the Einstein-Hilbert action

$$
\begin{equation*}
S_{E H}=\frac{1}{2 \kappa} \int d^{d+1} x \sqrt{-g}(R-2 \Lambda) . \tag{2.34}
\end{equation*}
$$

While the r.h.s is obtained from the matter action, $S_{M}$,

$$
\begin{equation*}
T_{\mu \nu}=\frac{2}{\sqrt{g}} \frac{\delta S_{M}}{\delta g^{\mu \nu}} \tag{2.35}
\end{equation*}
$$

From now on, we will consider the vacuum Einstein equation, which is $T_{\mu \nu}=0$ and find a solution. In particular, we will find a maximally symmetric space-time solution.

Maximally symmetric space-time has the same number of symmetries as Minkowski space, which has $d+1$-translations and $(d+1) d / 2$ rotations. So maximally symmetric $(d+1)$ dimensional space-times has $(d+1)(d+2) / 2$ linearly independent Killing vectors.

Thinking in translation and rotation symmetry, the curvature must be constant on every point of the manifold. Because of this, the Riemann tensor has to be proportional to the Ricci scalar and using the symmetries of the Riemann tensor, it is

$$
\begin{equation*}
R_{\mu \nu \rho \sigma}=\frac{R}{d(d+1)}\left(g_{\nu \sigma} g_{\mu \rho}-g_{\nu \rho} g_{\mu \sigma}\right) \tag{2.36}
\end{equation*}
$$

Using this in vacuum Einstein equation, we find $R=2(d+1) /(d-1) \Lambda$ so the cosmological constant can be negative, positive or zero. If the cosmological constant is positive, we have a De Sitter space-time; if the cosmological constant is zero, then we have a flat space
and if it is negative $A n t i-D e \operatorname{Sitter}\left(\operatorname{AdS}_{d+1}\right)$ space. From now on, we will focus on $A d S_{d+1}$ dimensions.

To describe the $A d S_{d+1}$ space we will consider a $(d+2)$-dimensional Minkowski space with coordinates $\left(X^{0}, \ldots, X^{d}, X^{d+1}\right)$ and metric $\eta_{A B}=\operatorname{diag}(-,+, \ldots,+,-)$. The line element of the $d+2$-dimensional Minkowski space is

$$
\begin{equation*}
d s^{2}=-\left(d X^{0}\right)^{2}+\left(d X^{1}\right)^{2}+\ldots\left(d X^{d}\right)^{2}-\left(d X^{d+1}\right)^{2}=\eta_{A B} d X^{A} d X^{B} \tag{2.37}
\end{equation*}
$$

where $A, B \in\{0,1, \ldots, d+1\}$. The $A d S_{d+1}$ can be seen as the hyper-surface embedded in the Minkowski space given by

$$
\begin{equation*}
-\left(X^{0}\right)^{2}+\sum_{i=1}^{d}\left(X^{i}\right)^{2}-\left(X^{d+1}\right)^{2}=-l^{2} \tag{2.38}
\end{equation*}
$$

where $l$ is the radius of curvature of AdS. The hyper-surface has $S O(d, 2)$ invariance.
Anti-de-Sitter space has a conformal boundary given by $X^{A}$ large. In this case, the hyperboloid approach, the lightcone given by

$$
\begin{equation*}
-\left(X^{0}\right)^{2}+\sum_{i=1}^{d}\left(X^{i}\right)^{2}-\left(X^{d+1}\right)^{2}=0 \tag{2.39}
\end{equation*}
$$

which is invariant under $X \rightarrow \lambda X, \lambda \in \mathbb{R}$. The $A d S_{d+1}$ boundary will be denoted by $\partial A d S_{d+1}$ and corresponds to a compactification of $d$-dimensional Minkowski space. To see this, we must recall that the conformal group $S O(d, 2)$ does not act on the Minkowski space because conformal transformation maps point to infinity, so we must add this point to the Minkowski space. To see this [24], let's introduce the lightcone coordinates, $u=X^{d}+X^{d+1}$ and $v=X^{d}-X^{d+1}$ so the boundary (2.39) is

$$
\begin{equation*}
u v-\eta_{\mu \nu} X^{\mu} X^{\nu}=0, \quad \mu, \nu=0, \ldots, d-1, \tag{2.40}
\end{equation*}
$$

which is invariant under re-scaling. For $v \neq 0$ using the scaling invariance, we can set $v=1$ and then solve for $u$; therefore, we have a $d$-dimensional Minkowski space. For $v=0$, we have to add infinity to the Minkowski space. Having determined that the boundary of $A d S_{d+1}$ is scaling invariant and corresponds to a compactified Minkowski space (from now on, we will call it just Minkowski space), we will now look for coordinates that may represent $\mathrm{AdS}_{d+1}$ space-time.

We will study different coordinate systems for $A d S_{d+1}$ defined through (2.38). For example, we may use the parametrization

$$
\begin{align*}
X^{0} & =l \cosh \rho \cos \tau  \tag{2.41}\\
X^{d+1} & =l \cosh \rho \sin \tau  \tag{2.42}\\
X^{i} & =l \Omega_{i} \sinh \rho, i=1, \ldots, d \tag{2.43}
\end{align*}
$$

Here $\Omega_{i}$ is the angular coordinates, while the range of the other coordinates is $0<\rho<\infty$ and $0 \leq \tau \leq 2 \pi$. These are known as global coordinates of $A d S_{d+1}$. Following this parametrization, we can find the $A d S_{d+1}$ line element which is given by

$$
\begin{equation*}
d s^{2}=l^{2}\left(-\cosh ^{2} \rho d \tau^{2}+d \rho^{2}+\sinh ^{2} \rho d \Omega_{d-1}^{2}\right) \tag{2.44}
\end{equation*}
$$

Notice that the coordinate $\tau$ range is $[0,2 \pi]$ giving closed time-like curves. To solve this, we unwrap the $\tau$ coordinate such that $-\infty<\tau<\infty$.

We can write the metric more suggestively. Doing $\tan \theta=\sinh \rho$, we find for the global AdS metric

$$
\begin{equation*}
d s^{2}=\frac{l^{2}}{\cos ^{2} \theta}\left(-d \tau^{2}+d \theta^{2}+\sin ^{2} \theta d \Omega_{d-1}\right) \tag{2.45}
\end{equation*}
$$

with $\tau$ arbitrary and $\theta \in\left[0, \frac{\pi}{2}\right]$ for $d \neq 1$; and $\theta \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$ for $d=1$.

Another useful parametrization that solves (2.38) is

$$
\begin{align*}
X^{0} & =\frac{z}{2}\left(1+\frac{1}{z^{2}}\left(\vec{x}^{2}-t^{2}+l^{2}\right)\right),  \tag{2.46}\\
X^{i} & =l \frac{x^{i}}{z}, \quad i=1, \ldots, d-1,  \tag{2.47}\\
X^{d} & =\frac{z}{2}\left(1+\frac{1}{z^{2}}\left(\vec{x}^{2}-t^{2}-l^{2}\right)\right),  \tag{2.48}\\
X^{d+1} & =l \frac{t}{z} \tag{2.49}
\end{align*}
$$

where, $z>0, t \in \mathbb{R}$ and $\vec{x}$ is a $d$-dimensional real vector. These are the Poincare patch coordinates because $z>0$ only covers one-half of the $A d S_{d+1}$ space. The metric is

$$
\begin{equation*}
d s^{2}=\frac{l^{2}}{z^{2}}\left(d z^{2}-d t^{2}+d \vec{x}^{2}\right) . \tag{2.50}
\end{equation*}
$$

If we change coordinates such that $z=l e^{-y}$, then

$$
\begin{equation*}
d s^{2}=e^{2 y}\left(-d t^{2}+d \vec{x}^{2}\right)+l^{2} d y^{2} . \tag{2.51}
\end{equation*}
$$

In these coordinates, if we send a light ray to infinity in $y$ we have $d s^{2}=0$ along $\vec{x}$ constant we obtain

$$
\begin{equation*}
t=\int d t=l \int^{\infty} e^{-y} d y<\infty \tag{2.52}
\end{equation*}
$$

Thus, the light ray travels to the boundary in $y \rightarrow \infty$ in a finite time. This is due to the AdS hyperbolic structure.

In these coordinates, the Poincare invariance on the transverse coordinates $(t, \vec{x})$ and the dilatation invariance $(z, t, \vec{x}) \rightarrow(\lambda z, \lambda t, \lambda \vec{x})$ are very explicit.

### 2.2.1 Euclidean AdS

For this work, we will work on the Euclidean version of $A d S_{d+1}$ which is obtained by performing a Wick rotation on the $X^{0}$, then (2.38) becomes,

$$
\begin{equation*}
\sum_{i=0}^{d}\left(X^{i}\right)^{2}-\left(X^{d+1}\right)^{2}=-l^{2} \tag{2.53}
\end{equation*}
$$

The isometry group now is $S O(d+1,1)$.
In parametrization (2.41), under the Wick rotation, $\tau \rightarrow i \tau$ means that $\cos \tau \rightarrow$ $\cosh \tau$ and $\sin \tau \rightarrow \sinh \tau$ and the global euclidean AdS metric is

$$
\begin{equation*}
d s_{G}^{2}=\frac{l^{2}}{\cos ^{2} \theta}\left(d \tau^{2}+d \theta^{2}+\sin ^{2} \theta d \Omega_{d-1}\right) \tag{2.54}
\end{equation*}
$$

so the boundary metric in these coordinates is,

$$
\begin{equation*}
\left.d s_{G}^{2}\right|_{\text {boundary }}=d \tau^{2}+d \Omega_{d-1}^{2} . \tag{2.55}
\end{equation*}
$$

On the other hand, by doing the Wick rotation to the Poincare coordinates we have,

$$
\begin{equation*}
d s^{2}=\frac{1}{z^{2}}\left(d z^{2}+\delta_{i j} d x^{i} d x^{j}\right) \tag{2.56}
\end{equation*}
$$

with $\delta_{i j}$ is the flat space metric, i.e $\mathbb{R}^{d}$ space.
The boundary of Poincare coordinates is,

$$
\begin{equation*}
\left.d s^{2}\right|_{\text {boundary }}=d t^{2}+d \vec{x}^{2}=d \rho^{2}+\rho^{2} d \Omega_{d-1}^{2}=e^{2 \tau}\left(d \tau^{2}+d \Omega_{d-1},,^{2}\right) \tag{2.57}
\end{equation*}
$$

We wrote the flat space in spherical coordinates and then defined $\rho=e^{\tau}$. Comparing with (2.55), we notice that the boundary of global Euclidean AdS coordinates and the boundary of Poincare coordinates are, up to a possible conformal factor, the same.

The line element (2.56) is invariant under $S O(d+1,1)$. But is also invariant under inversion

$$
\begin{equation*}
z=\frac{z^{\prime}}{z^{\prime 2}+\vec{x}^{\prime 2}}, \quad \vec{x}=\frac{\vec{x}^{\prime}}{z^{\prime 2}+\vec{x}^{\prime 2}} . \tag{2.58}
\end{equation*}
$$

They will play a significant role in understanding the structure of some relevant integrals that we will see in the following chapters.

From now on, we will work on euclidean AdS space-time in Poincare coordinates. For simplicity, we will call it AdS.

### 2.3 The AdS/CFT Correspondence

In the previous section, we notice that the boundary of $\operatorname{AdS}_{d+1}$ has conformal symmetry and is connected causally with the interior of AdS. But, having the same symmetries does not enough implies that both theories are equivalent

More evidence on the possible connection between AdS and CFT is provided by Brown-Henneaux [62] where they find, by studying the global charges, that the asymptotic symmetry of $\mathrm{AdS}_{3}$ develops a central charge that corresponds to the central charge of $\mathrm{CFT}_{2}$.

So far, there are only hints on a possible relation between AdS and CFT, but no concrete example has been shown. The first concrete example of how is related AdS and CFT was provided by Maldacena in a very celebrated paper [23]. Maldacena gives the first well-defined example of a holographic correspondence between type IIB super-gravity on a $\operatorname{Ad} S_{5} \times S^{5}$ background and $\mathcal{N}=4$ Super Yang-Mills (SYM) with conformal symmetry. In Maldacena's seminal work, he works on both sides of the duality and conjectures that quantum gravity on AdS times a compact surface is equivalent to a CFT in the boundary of the AdS space. However, to prove the conjecture, we need to know the full theory of
quantum gravity.

One of the main features of the AdS/CFT correspondence is the strong/weak duality. This duality states that the strong coupling regime on one side of the duality corresponds to the weak coupling on the other, so considering weakly coupled string theory we find SUGRA and should correspond to strong coupling CFT. This aspect of the duality has been exploited to understand the non-perturbative properties of CFT. Another crucial characteristic of the AdS/CFT is the $I R / U V$ connection, in which an $I R$ divergence on one side corresponds to an $U V$ divergence on the other.

Despite all the properties that the AdS/CFT correspondence possesses, we still need a systematic way to compute the object of one side using only the other side. The first step for this objective was formulated by Gubser, Klebanov and Poliakov [25]; and independently by Witten [24], where they introduce the holographic dictionary. The holographic dictionary tells us how to relate a theory on AdS to some CFT on the boundary. The procedure, also known as the GKPW dictionary, gives us the recipe to compute the CFT correlation function using information from the AdS side.

The correspondence says that an $\mathrm{AdS}_{d+1}$ space-time is dual to a $\mathrm{CFT}_{d}$ in the conformal boundary. This can be seen as the partition function of each are the same:

$$
\begin{equation*}
Z_{A d S}=Z_{C F T} \tag{2.59}
\end{equation*}
$$

However, to truly relate both theories, we need further information.

We will focus on the AdS side to obtain information on the boundary theory. In particular, we will enunciate the dictionary that translates a theory in AdS such that we may get the correlation function of the dual CFT.

To find correlation functions of QFT, particularly in CFT, we modify the partition function by adding an arbitrary function that we call source, so the partition function is
now a functional of the source. The correlation function is obtained by taking derivatives of the partition function with respect to the source. As the CFT partition function depends on the arbitrary source, the AdS partition function must also depend on an arbitrary function.

According to the GKPW dictionary, every field on AdS, let us say $\Phi(z, \vec{x})$, corresponds to a gauge-invariant CFT operator, namely $\mathcal{O}(\vec{x})$. In the boundary, the source of the gauge invariant operator is obtained by demanding that the bulk field have an arbitrary but fixed boundary condition. In other words, demanding that the bulk field in the boundary behave as $\left.\Phi\right|_{\text {boundary }} \sim \phi_{0}(\vec{x})$, where $\phi_{0}(\vec{x})$ is identified as the source of the dual operator. Then the AdS/CFT correspondence can be stated as,

$$
\begin{equation*}
Z_{A d S}\left[\phi_{0}\right] \equiv \int_{\Phi \sim \phi_{0}} D \Phi e^{-S[\Phi]}=Z_{C F T}[J] \equiv\left\langle\exp \left(-\int d x J \mathcal{O}\right)\right\rangle_{C F T} \tag{2.60}
\end{equation*}
$$

where $J(\vec{x})$ is the source of the gauge invariant CFT operator and $\phi_{0}(\vec{x})=J(\vec{x})$ is understood.

In (2.60), the partition function for $\operatorname{AdS}$ means the partition function of the complete theory of quantum gravity, which is unknown. While on the CFT side, in principle, we do not know what theory we are working on, but we know that by symmetries, it must have a determined structure such as (2.27).

Through the LSZ reduction formula, if we can determine the correlation function of the CFT, we have solved the theory. The CFT correlation functions are obtained by taking derivatives of (2.60) with respect to the source $\phi_{0}$ and setting the source to zero. So, according to the AdS/CFT conjecture, we can compute the CFT correlation function
from the AdS partition function,

$$
\begin{align*}
&\langle\mathcal{O}(x)\rangle=\left.\frac{\delta Z_{A d S}}{\delta \phi_{0}(\vec{x})}\right|_{\phi_{0}=0}, \\
&\langle\mathcal{O}(x) \mathcal{O}(y)\rangle=-\left.\frac{\delta^{2} Z_{A d S}}{\delta \phi_{0}(\vec{x}) \delta \phi_{0}(\vec{y})}\right|_{\phi_{0}=0}, \\
& \vdots  \tag{2.61}\\
&\left\langle\mathcal{O}\left(\vec{x}_{1}\right) \ldots \mathcal{O}\left(\vec{x}_{n}\right)\right\rangle=\left.(-1)^{n+1} \frac{\delta^{n} Z_{A d S}}{\delta \phi_{0}(\vec{x}) \ldots \delta \phi_{0}\left(\vec{x}_{n}\right)}\right|_{\phi_{0}=0} .
\end{align*}
$$

However, we do not know the full theory of gravity. Nevertheless, using the strong/weak duality, we approximate the AdS partition function by considering the on-shell action. To obtain the on-shell action, we have to solve the equation of motion with a given arbitrary boundary condition such that now the bulk partition function is

$$
\begin{equation*}
Z_{A d S} \sim e^{-S\left[\phi_{0}\right]_{o s}} \Rightarrow W_{C F T} \sim-S\left[\phi_{0}\right]_{o s} \tag{2.62}
\end{equation*}
$$

where os stands for on-shell.

As it is well known, quantum field theories have UV divergences, and we expect them on the CFT side. From the point of view of the bulk, these divergences appear as IR divergences due to the infinite volume of AdS. So if we want to use the $\operatorname{AdS}$ space to compute holographic correlators, we need to regulate and renormalise the bulk theory before computing the correlation function. In particular, the IR divergences play a central role in obtaining the correct correlation function and deriving the holographic Weyl anomaly [28, 27].

## Chapter 3

## Tree level Correlation Function: <br> Position space

In contrast with QFT, in CFT, most of the computation of the correlation function is done in position space, mainly due to the difficulty of analysing Ward identities in momentum space. Thus, most of the known structures of conformal correlation function are in position space. In this chapter, we will compute them using the AdS/CFT correspondence in the saddle point approximation in the bulk.

In this chapter, we will apply the holographic dictionary and carefully treat the divergences that will arise along the computation. We will focus on a scalar field over an AdS background with quartic interaction and obtain the dual CFT correlation function. From the point of view of the bulk, computing the holographic correlation function corresponds to computing Witten diagrams.

We will work at the semi-classical level. To deal with the IR divergence we will introduce the holographic renormalisation method. The method does not demand knowing the full solution of the equation of motion but understanding the asymptotic behaviour of the bulks field. Having the renormalised bulk theory, we will compute the holographic correlation function. To do this, we must solve the equation of motion by introducing
propagators allowing us to draw the corresponding Witten diagram.

### 3.1 Holographic renormalisation

One of the main aspects of QFT is that they suffer UV divergences which demand regularisation and renormalisation. The renormalisation requires adding local counterterms such that the theory is finite. In the holographic conjecture, through the UV/IR connection, the field theory's high energy divergences correspond to the bulk's low energy divergences. The IR divergence of the bulk is due to the infinite volume of AdS.

If the correspondence holds, we should be able to renormalise the bulk theory only using the information within the AdS (and its boundary). To have a finite bulk action, all counterterms must be local. The way to achieve this is by the so-called holographic renormalisation. The procedure successfully computed the Weyl anomaly in [28, 27] and was promoted to a systematic way in [63]. However, to renormalise the on-shell theory, we will follow a simpler way given by [31], which relies on variational methods to find the corresponding counterterms.

For the fields in the bulk, we will demand Dirichlet boundary condition. This means that the field must have an arbitrary but fixed boundary condition, $\phi_{0}$, such that the asymptotic expansion of the field has the generic expansion

$$
\begin{equation*}
\Phi(z, \vec{x}) \rightarrow z^{\alpha_{0}} \phi_{0}+z^{\alpha_{1}} \phi_{1}+\ldots, \quad z \rightarrow 0 \tag{3.1}
\end{equation*}
$$

where $\alpha_{0}<\alpha_{1}<\alpha_{2}<\ldots$ and the AdS boundary is at $z \rightarrow 0$.
We will guarantee that the classical field dominates the path integral by demanding well-posed variational problem. This is, in order to hold

$$
\begin{equation*}
W_{C F T} \simeq S\left[\phi_{0}\right]_{o s}, \tag{3.2}
\end{equation*}
$$

we must have

$$
\begin{equation*}
\delta S[\Phi]=\int_{A d S} d^{d+1} x \mathcal{E} \delta \Phi+\int_{\partial A d S} d^{d} x\left[A \delta \phi_{0}\right] \tag{3.3}
\end{equation*}
$$

where $\mathcal{E}$ are the equation of Euler-Lagrange and $A$ is some finite coefficient.
Due to the infinite volume of AdS , we need to regularise the volume. In practice, this means we must regularise the action. The regularised action is

$$
\begin{equation*}
S_{r e g}=\int_{z=\epsilon} d z \int d \vec{x} L(\Phi, \partial \Phi)+\left.\int d \vec{x} B\right|_{z=\epsilon} \tag{3.4}
\end{equation*}
$$

where the regulator isolates the divergence at $z \rightarrow 0$.
Given the Dirichlet boundary condition for the field $\Phi$, the on-shell variation of the action will be

$$
\begin{equation*}
\delta S=\left.\lim _{\epsilon \rightarrow 0} \int d \vec{x}\left(\frac{\partial L}{\partial \Phi^{\prime}} \delta \Phi+\delta B\right)\right|_{z=\epsilon}=\int d \vec{x} A \delta \phi_{0} \tag{3.5}
\end{equation*}
$$

where $\Phi^{\prime}$ is the derivative with respect to the radial coordinate $z$. From here, we can see that the role of the boundary term $B$ is twofold. It guarantees that the Dirichlet problem is well defined, and as $A$ is finite, the boundary term $B$ must remove any possible divergence such that the limit is finite. If the second equality holds, then the problem is solved, and from (2.61) we can read that the 1-point function corresponds to,

$$
\begin{equation*}
\langle\mathcal{O}\rangle=A \tag{3.6}
\end{equation*}
$$

### 3.1.1 The Renormalisation problem

To work on the renormalisation problem, we consider the asymptotic expansion of the field given by the Frobenius series and the variation of the field

$$
\begin{gather*}
\Phi=z^{a}\left(\phi_{0}+z^{2} \phi_{2}+\ldots\right),  \tag{3.7}\\
\delta \Phi=z^{a}\left(\delta \phi_{0}+z^{2} \delta \phi_{2}+\ldots\right) . \tag{3.8}
\end{gather*}
$$

Then the action will have the following shape

$$
\begin{equation*}
\int_{z=\epsilon} d^{d} x \frac{\partial L}{\partial\left(\partial_{z} \Phi\right)} \delta \Phi=\int_{z=\epsilon} d^{d} x \sum_{n=-K}^{\infty} z^{2 n} C_{n}\left(\phi_{i}, \delta \phi_{j}\right), \tag{3.9}
\end{equation*}
$$

where the terms $\phi_{i}$ and $\delta \phi_{j}$ come from the expansion, $K$ is a positive number and represents the fact that usually, the asymptotic expansion has terms with negative power in $z$.

It can be proven [31] that the coefficient $C_{n}\left(\phi_{i}, \delta \phi_{j}\right)=\delta D_{n}\left(\phi_{i}\right)$ for all $n \neq 0$. Apart from the zero mode, any term is either zero or divergent in the $z=\epsilon \rightarrow 0$ limit. If it is divergent, it can be absorbed in a boundary term $\delta B$ that plays the role of counterterm.

### 3.1.2 The variational problem

Now that we know that every divergent term can be renormalised away by a proper choice of the boundary term, we still have to find the $B_{0}$ boundary term such that

$$
\begin{align*}
\delta S & =\int d^{d} x\left(\left.\frac{\partial L}{\partial\left(\partial_{z} \Phi\right)} \delta \Phi\right|_{\text {zero mode }}+\delta B_{0}\right)  \tag{3.10}\\
& =\int d^{d} x A \delta \phi_{0} \tag{3.11}
\end{align*}
$$

However, this problem is not always possible to solve. It may happen that $B_{0}$ does not exist. If we are able to solve it, then $A$ is interpreted as the vacuum expectation value (vev).

### 3.1.3 The Free Scalar field

We will apply the variational method for the scalar field.

Consider a scalar field on an AdS background with regularised action

$$
\begin{equation*}
S_{r e g}=\frac{1}{2} \int_{z=\epsilon} d^{d+1} x \sqrt{g}\left(g^{\mu \nu} \partial_{\mu} \Phi \partial_{\nu} \Phi+m^{2} \phi^{2}\right)+B \tag{3.12}
\end{equation*}
$$

where $B$ is a suitable boundary to be determined. The first step consists in solving the equation of motion

$$
\begin{equation*}
\left(-\square+m^{2}\right) \Phi=0, \quad \text { where } \square \Phi=\frac{1}{\sqrt{g}} \partial_{\mu}\left(\sqrt{g} g^{\mu \nu} \partial_{\nu} \phi\right) \tag{3.13}
\end{equation*}
$$

Working in Poincare coordinates (2.56) with $l^{2}=1$, the equation of motion is

$$
\begin{equation*}
-z^{2} \partial_{z}^{2} \Phi+(d-1) z \partial_{z} \Phi-z^{2} \delta^{i j} \partial_{i} \partial_{j} \Phi+m \Phi^{2}=0 \tag{3.14}
\end{equation*}
$$

subject to the Dirichlet boundary condition $\Phi(z \rightarrow 0, \vec{x}) \sim \phi_{0}(\vec{x})$. To solve the asymptotic problem, we propose a Frobenius series such that

$$
\begin{equation*}
\Phi(z, \vec{x})=z^{a} \sum_{n=0}^{\infty} z^{n} \phi_{n}(\vec{x}) \tag{3.15}
\end{equation*}
$$

with $a$ to be determined. From demanding $\phi_{0} \neq 0$ we find

$$
\begin{equation*}
\Delta(\Delta-d)=m^{2} \Rightarrow \Delta_{ \pm}=\frac{d}{2} \pm \sqrt{\frac{d^{2}}{4}+m^{2}} \tag{3.16}
\end{equation*}
$$

Notice that $\Delta_{-}=d-\Delta_{+}$. From now, we will call $\Delta=\Delta_{+}$. This leads us to find $a_{1}=d-\Delta$ and $a_{2}=\Delta$.

In the Frobenius method, if both solutions of the indicial equation, $a_{1}$ and $a_{2}$, are different and $a_{2}-a_{1} \notin \mathbb{N}$, then we have two linearly independent solutions to the differential equation. In practice, this means that the asymptotic behaviour of the field is

$$
\begin{equation*}
\Phi=z^{d-\Delta}\left(\phi_{0}+z \phi_{1}+\ldots\right)+z^{\Delta}\left(\phi_{2 \Delta-d}+\ldots\right), \quad \Delta=\frac{d}{2}+f, \quad f \notin \mathbb{N} . \tag{3.17}
\end{equation*}
$$

If the solutions differ by an integer, i.e $a_{2}-a_{1}=2 \Delta-d=N \in \mathbb{N}$, then the solution is given by,

$$
\begin{equation*}
\Phi=z^{d-\Delta}\left(\phi_{0}+z \phi_{1}+\ldots\right)+z^{\Delta}\left(\phi_{2 \Delta-d}+\psi_{2 \Delta-d} \log (z)+\ldots\right), \quad \Delta=\frac{d}{2}+N, N \in \mathbb{N} . \tag{3.18}
\end{equation*}
$$

For $\Delta>\frac{d}{2}$, we call $\phi_{0}$ as the non-normalisable mode and $\phi_{2 \Delta-d}$ as the normalisable mode. ${ }^{1}$ This will be crucial when considering quantum fluctuation to the classical field.

Demanding (3.16) on the eom gives us $\phi_{1}=0$. The recursive relations tell us that all $\phi_{2 n+1}, n=0,1,2, \ldots$ vanish. So in the series, we only consider terms with even power in the $z$ coordinate.

For simplicity, we will consider $\Delta-\frac{d}{2} \notin \mathbb{N}$. Then the expansion is

$$
\begin{equation*}
\Phi=z^{d-\Delta} \sum_{n} z^{2 n} \phi_{2 n}(\vec{x})+z^{\Delta} \sum_{n} z^{2 n} \phi_{2 \Delta-d+2 n} . \tag{3.19}
\end{equation*}
$$

Evaluating this expansion in the equation of motion (3.14) we find that each $\phi_{2 n}$ term can be solved algebraically in terms of local terms of $\phi_{0}$. The generic form of the $\phi_{2 n}$

[^1]coefficient is,
\[

$$
\begin{equation*}
\phi_{2 n}=\frac{1}{2 n(2 \Delta-d-2 n)} \square \phi_{2 n-2}, \quad n=1,2,3 \ldots \tag{3.20}
\end{equation*}
$$

\]

Notice that the denominator es never zero, so we can determine all the $\phi_{2 n}$ terms as local functions of $\phi_{0}$. However, we can not determine $\phi_{2 \Delta-d+2 n}$ in terms of $\phi_{0}$.

In the case of $\Delta-\frac{d}{2}=k, k=1,2, \ldots$, we have to add a logarithmic term at order $z^{\Delta}$ to the series expansion. Under this case, the expansion is

$$
\begin{equation*}
\Phi=z^{d-\Delta} \phi_{0}+\ldots+z^{\Delta}\left(\phi_{2 \Delta-d}+\psi_{2 \Delta-d} \log z^{2}\right)+\ldots \tag{3.21}
\end{equation*}
$$

From the equation of motion, we can determine each term on the first ellipsis to be (3.20), i.e., local functions of $\phi_{0}$. Similarly, $\psi_{2 \Delta-d}$ is also given as a local function of $\phi_{0}$. However, we cannot write $\phi_{2 \Delta-d}$ as a local function of $\phi_{0}$.

We cannot write $\phi_{2 \Delta-d}$ as a local function of the source because we have solved a second-order differential equation, i.e. we will find two solutions, but we gave only the boundary condition. To find $\phi_{2 \Delta-d}$, we will impose regularity at the interior of AdS, and the entire scalar field will be written in terms of the boundary condition.

Having determined the scalar field's asymptotic behaviour, we now look at the variational problem.

An arbitrary variation of the action yields

$$
\begin{equation*}
\delta S_{r e g}=\int_{z=\epsilon} d^{d+1} x \sqrt{g} \delta \Phi\left(-\square+m^{2}\right) \Phi+\int_{z=\epsilon} d^{d} x \sqrt{g} g^{z z} \delta \Phi \partial_{z} \Phi+\delta B, \tag{3.22}
\end{equation*}
$$

here $B$ is in $z=\epsilon$. Plugging the solution (3.19), with (3.20), provided we will have

$$
\begin{aligned}
\delta S_{r e g} & =\int_{z=\epsilon} d^{d} x \frac{1}{z^{d-1}} \delta \Phi \partial_{z} \Phi+\delta B \\
& =\int_{z=\epsilon} d^{d} x\left[\frac{1}{z^{d-1}}\left(z^{d-\Delta} \sum_{n} z^{2 n} \delta \phi_{2 n}(\vec{x})+z^{\Delta} \sum_{n} z^{2 n} \delta \phi_{2 \Delta-d+2 n}\right)\right. \\
& \left.\left(z^{d-\Delta} \sum_{m}(d-\Delta+2 m) z^{2 m-1} \phi_{2 m}(\vec{x})+z^{\Delta} \sum_{n}(\Delta+2 m) z^{2 m-1} \phi_{2 \Delta-d+2 m}\right)\right]+\delta B .
\end{aligned}
$$

As we are interested in taking the limit of $\epsilon \rightarrow 0$, we will keep only the terms that are either divergent or constant under the limit. This means we will have
$\delta S_{r e g}=\int d \vec{x}\left[\sum_{n m}(d-\Delta+2 m) \epsilon^{2 n+2 m+d-2 \Delta} \phi_{2 m} \delta \phi_{2 n}+(d-\Delta) \phi_{0} \delta \phi_{2 \Delta-d}+\Delta \phi_{2 \Delta-d} \delta \phi_{0}\right]+\delta B$.

From (3.20) we can prove that

$$
\begin{equation*}
\phi_{2 m} \delta \phi_{2 n}=C_{n} C_{m}\left(\square_{0}^{n+m} \phi_{0}\right) \delta \phi_{0}=\frac{1}{2} C_{n} C_{m} \delta\left(\square_{0}^{n+m} \phi_{0}^{2}\right) \tag{3.24}
\end{equation*}
$$

for $(n+m)<d-2 \Delta$. This range is exactly the region in which we will find divergences, so all the divergent terms can be written as a variation and, therefore, can be absorbed in the boundary term.

* A small comparison Following the standard method of holographic renormalisation [32] we shall use the asymptotic solution and plug it into the regularised action, finding

$$
\begin{equation*}
S_{\text {reg }}=\int d \vec{x}\left[\epsilon^{d-2 \Delta} a_{(0)}+\epsilon^{d-2 \Delta+2} a_{(2)}+\ldots-a_{(2 \Delta-d)} \log (\epsilon)\right] \tag{3.25}
\end{equation*}
$$

where $a_{(2 n)} n=0,1, \ldots, \Delta-\frac{d}{2}$ are local functions of $\phi_{0}$. In particular,

$$
\begin{equation*}
a_{(0)}=-\frac{1}{2}(d-\Delta) \phi_{0}^{2} \tag{3.26}
\end{equation*}
$$

This is the non-variational analogous to (3.23).

Having renormalised the boundary divergence, we are left with the zero mode and the renormalised action

$$
\begin{equation*}
\delta S_{r e n}=(2 \Delta-d) \int d \vec{x} \phi_{2 \Delta-d} \delta \phi_{0} \tag{3.27}
\end{equation*}
$$

So, from the holographic dictionary, we find

$$
\begin{equation*}
\langle\mathcal{O}\rangle_{s}=-(2 \Delta-d) \phi_{2 \Delta-d} \tag{3.28}
\end{equation*}
$$

the subscript $s$ denotes that, in general, $\phi_{2 \Delta-d}$ depends on the source. This dependence is obtained by fully solving the equation of motion. If we find $\phi_{2 \Delta-d}\left(\phi_{0}\right)$, then using (2.61) we may find higher point correlation functions.

If we have considered

$$
\begin{equation*}
\Delta=\frac{d}{2}+N, \quad N=0,1,2, \ldots \tag{3.29}
\end{equation*}
$$

then, the procedure is equivalent, but in the asymptotic series, we have to include a
logarithmic term which will give divergent terms (local in $\phi_{0}$ ) the boundary term can remove that or zero in the limit of $\epsilon \rightarrow 0$. Then, we will have

$$
\begin{equation*}
\langle\mathcal{O}\rangle_{s}=-(2 \Delta-d) \phi_{2 \Delta-d}+X\left[\phi_{0}\right] \tag{3.30}
\end{equation*}
$$

where $X\left[\phi_{0}\right]$ are local terms.

### 3.2 Correlation function: Classical computation

So far, our analysis has only treated the field's boundary behaviour, which is enough to renormalise the theory. Despite this, to obtain the dual theory's correlation function, we need to find the solution to the equation of motion for the field. Finding a solution is possible if the field's equation of motion is linear. If the equation of motion is non-linear, then we may solve it perturbatively.

We start by solving the free equation of motion with the Dirichlet boundary condition and compute the 2-point function

## Free scalar field and the 2-point function

From the holographic dictionary, the 2-point function corresponds to

$$
\begin{align*}
\left\langle\mathcal{O}_{\Delta}(\vec{x}) \mathcal{O}(\vec{y})\right\rangle & =-\left.\frac{\delta S_{\text {ren }}}{\delta \phi_{0}(\vec{x}) \delta \phi_{0}(\vec{y})}\right|_{\phi_{0}=0}  \tag{3.31}\\
& =-\left.(2 \Delta-d) \frac{\delta \phi_{2 \Delta-d}(\vec{x})}{\delta \phi_{0}(\vec{y})}\right|_{\phi_{0}=0} \tag{3.32}
\end{align*}
$$

So we have to find $\phi_{2 \Delta-d}$ as a function of the boundary source.
Consider the equation of motion

$$
\begin{equation*}
\left(-\square+m^{2}\right) \Phi=0, \quad \Phi(z \rightarrow 0, \vec{x})=z^{d-\Delta} \phi_{0}(\vec{x}) . \tag{3.33}
\end{equation*}
$$

This equation was solved by Witten [24]. The solution is

$$
\begin{equation*}
\Phi(z, \vec{x})=\int d \vec{y} K_{\Delta}(z, \vec{x}-\vec{y}) \phi_{0}(\vec{y}) \tag{3.34}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{\Delta}(z, \vec{x}-\vec{y})=c_{\Delta}\left(\frac{z}{z^{2}+(\vec{x}-\vec{y})^{2}}\right)^{\Delta}, \quad c_{\Delta}=\frac{\Gamma(\Delta)}{\pi^{\frac{d}{2}} \Gamma\left(\Delta-\frac{d}{2}\right)} \tag{3.35}
\end{equation*}
$$

is the bulk-to-boundary propagator, a deduction in momentum space is found in Appendix B.

When the radial coordinate $z$ goes to the boundary, the bulk-to-boundary propagator is proportional to a Dirac delta over the transverse coordinates

$$
\begin{equation*}
\lim _{z \rightarrow 0} K_{\Delta}(z, \vec{x}-\vec{y})=\frac{1}{c_{\Delta}} z^{d-\Delta} \delta(\vec{x}-\vec{y})+\ldots \tag{3.36}
\end{equation*}
$$

Expanding the field $z \rightarrow 0$, we will find

$$
\begin{equation*}
\Phi(z \rightarrow 0, \vec{x})=\int d \vec{y}\left(z^{d-\Delta} \delta(\vec{x}-\vec{y})+\ldots+z^{\Delta} \frac{1}{|\vec{x}-\vec{y}|^{2 \Delta}}\right) \phi_{0}(\vec{y}), \tag{3.37}
\end{equation*}
$$

from here, we can read

$$
\begin{equation*}
\phi_{2 \Delta-d}(\vec{x})=\int d \vec{y} \frac{1}{|\vec{x}-\vec{y}|^{2 \Delta}} \phi_{0}(\vec{y}) . \tag{3.38}
\end{equation*}
$$

Then, the holographic two-point function is

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta}(\vec{x}) \mathcal{O}_{\Delta}(\vec{y})\right\rangle=\frac{2 \Delta-d}{|\vec{x}-\vec{y}|^{2 \Delta}}, \tag{3.39}
\end{equation*}
$$

which corresponds to the two-point function of two conformal invariant operators if dimension $\Delta$.

## Interactions and n-point function

Interacting CFT admits higher point function. To obtain the correlation function from the AdS, we have to consider an interacting bulk system. Another reason to study interacting fields in AdS is that they will be the main object to work at the quantum level, so it is compulsory to get the holographic correlation function at the classical level first and then move on to quantum computation.

In particular, let us take the $\Phi^{4}$ theory on AdS. The action is

$$
\begin{equation*}
S=\int d^{d+1} x \sqrt{g}\left[\frac{1}{2} g^{\mu \nu} \partial_{\mu} \Phi \partial_{\nu} \Phi+\frac{1}{2} m^{2} \Phi^{2}+\frac{\lambda}{4!} \Phi^{4}\right]+B . \tag{3.40}
\end{equation*}
$$

We look for the coefficient $\phi_{2 \Delta-d}$ of the classical field to obtain the holographic correlation function. Of course, there can be local terms, but we will not work them.

The first step is to solve the equation of motion

$$
\begin{equation*}
\left(-\square+m^{2}\right) \Phi=-\frac{\lambda}{3!} \Phi^{3} \tag{3.41}
\end{equation*}
$$

As non-linear, we solve this perturbatively in the coupling $\lambda$

$$
\begin{equation*}
\Phi=\Phi_{0}+\lambda \Phi_{1}+\ldots, \tag{3.42}
\end{equation*}
$$

where the subscript denotes the power of the coupling. Then, the equation of motion becomes

$$
\begin{align*}
& \left(-\square+m^{2}\right) \Phi_{0}=0, \quad \Phi(z \rightarrow 0, \vec{x})=z^{d-\Delta} \phi_{0}(\vec{x}),  \tag{3.43}\\
& \left(-\square+m^{2}\right) \Phi_{1}=-\frac{1}{3} \Phi_{0}^{3} . \tag{3.44}
\end{align*}
$$

The equation (3.43) was solved in the previous subsection,

$$
\begin{equation*}
\Phi_{0}=\int d \vec{y} K_{\Delta}(z, \vec{x}-\vec{y}) \phi_{0}(\vec{y}) . \tag{3.45}
\end{equation*}
$$

Having solved the zeroth order equation, we are left with the non-homogeneous equation (3.44) which is solved by

$$
\begin{equation*}
\Phi_{1}(x)=\int d^{d+1} x^{\prime} G_{\Delta}\left(x, x^{\prime}\right)\left(\Phi_{0}\left(x^{\prime}\right)\right)^{3} \tag{3.46}
\end{equation*}
$$

Where $G_{\Delta}\left(x, x^{\prime}\right)$ is the bulk-to-bulk propagator

$$
\begin{equation*}
\left(-\square+m^{2}\right) G_{\Delta}\left(x, x^{\prime}\right)=\delta\left(x, x^{\prime}\right), \quad \delta\left(x, x^{\prime}\right)=\frac{1}{\sqrt{g}} \delta\left(x-x^{\prime}\right) \tag{3.47}
\end{equation*}
$$

The explicit form of the bulk-to-bulk propagator is [64]

$$
\begin{align*}
G_{\Delta}\left(x, x^{\prime}\right) & =\frac{2^{-\Delta} c_{\Delta}}{2 \Delta-d} \xi^{\Delta}{ }_{2} F_{1}\left(\frac{\Delta}{2}, \frac{\Delta+1}{2}, \Delta-\frac{d}{2}+1, \xi^{2}\right),  \tag{3.48}\\
\xi & =\frac{2 z z^{\prime}}{z^{2}+\left(z^{\prime}\right)^{2}+\left(\vec{x}-\vec{x}^{\prime}\right)^{2}} \tag{3.49}
\end{align*}
$$

Where ${ }_{2} F_{1}$ is the hypergeometric function (the definition and some properties are shown in Appendix A) and $\xi$ is the chordal distance which is AdS invariant. The deduction of the bulk-to-bulk propagator in momentum space is given in Appendix B.

Having the full solution up to order $\lambda$, we now look for the contribution of $\Phi_{1}$ to the term $\phi_{2 \Delta-d}$ in the asymptotic expansion. This can be done by using

$$
\begin{equation*}
\left.G_{\Delta}\left(x, x^{\prime}\right)\right|_{z \rightarrow 0}=z^{\Delta} \frac{1}{2 \Delta-d} K_{\Delta}\left(z^{\prime}, \vec{x}^{\prime}-\vec{x}\right)+\mathcal{O}\left(z^{\Delta+2}\right) \tag{3.50}
\end{equation*}
$$

So,

$$
\begin{equation*}
\Phi_{1}(z \rightarrow 0, \vec{x})=z^{\Delta} \frac{1}{2 \Delta-d} \int d^{d+1} x^{\prime} K_{\Delta}\left(z^{\prime}, \vec{x}^{\prime}-\vec{x}\right)\left(\Phi_{0}\left(x^{\prime}\right)\right)^{3}+\mathcal{O}\left(z^{\Delta+2}\right) \tag{3.51}
\end{equation*}
$$

We notice that the contribution to $\phi_{2 \Delta-d} \sim \phi_{0}^{3}$, so we can compute the 4-point function [65]

$$
\begin{align*}
\left\langle\prod_{i=1}^{4} \mathcal{O}\left(\vec{y}_{i}\right)\right\rangle & =2 \frac{\delta^{3} \phi_{2 \Delta-d}\left(\vec{y}_{1}\right)}{\delta \phi_{0}\left(\vec{y}_{2}\right) \delta \phi_{0}\left(\vec{y}_{3}\right) \delta \phi_{0}\left(\vec{y}_{4}\right)} \\
& =\lambda \int d^{d+1} x \sqrt{g} \prod_{j=1}^{4} K_{\Delta}\left(z, \vec{y}_{j}-\vec{x}\right) . \tag{3.52}
\end{align*}
$$

We are left with the product of four bulk-to-bulk propagators. In the literature, this product is called $D$-function and is defined as

$$
\begin{equation*}
D_{\Delta \Delta \Delta \Delta}\left(\vec{y}_{1}, \vec{y}_{2}, \vec{y}_{3}, \vec{y}_{4}\right)=\int d^{d+1} x \sqrt{g} \prod_{j=1}^{4} K_{\Delta}\left(z, \vec{y}_{j}-\vec{x}\right) \tag{3.53}
\end{equation*}
$$

which has been extensively treated $[66,67,68]$. In [69], the $D$ - function was obtained for generic conformal dimension on each bulk-to-boundary propagator, just quoting the result we have

$$
\begin{equation*}
D_{\Delta \Delta \Delta \Delta}\left(\vec{y}_{1}, \overrightarrow{y_{2}}, \overrightarrow{y_{3}}, \overrightarrow{y_{4}}\right)=\frac{\Gamma\left(2 \Delta-\frac{d}{2}\right)}{2(\Gamma(\Delta))^{4}} \frac{1}{\left|\vec{y}_{13}\right|^{\Delta} \mid \overrightarrow{\left.y_{24}\right|^{\Delta}}} \times \bar{D}_{\Delta \Delta \Delta \Delta}(u, v) \tag{3.54}
\end{equation*}
$$

where $u$, and $v$ are the crossing ratios given in (2.30). The $D$-function has exactly the expected form of a CFT 4-point function (2.29) and $\bar{D}$ depends on the

### 3.2.1 Witten Diagram

Computing the holographic correlation function has a diagrammatic representation in terms of Witten diagrams. The building block for the diagrams is the bulk-to-boundary
propagator (3.35) and the bulk-to-bulk propagator (3.48). In contrast with Feynman diagrams, Witten diagrams have an arbitrary fixed boundary condition, so the external points are attached to the boundary of AdS.

The rules are:

- The AdS space is represented by a circle, and the CFT is the boundary of the circle
- Each boundary point connected with the bulk is given by a bulk-to-boundary propagator
- Bulk points are connected with a bulk-to-bulk propagator.
- An interaction vertex in the point $x$ is

$$
\begin{equation*}
N \lambda \int d^{d+1} x \sqrt{g}, \tag{3.55}
\end{equation*}
$$

where $N$ is the corresponding symmetry factor that is the same that is found in standard Feynman diagrams.

The Witten diagram of the holographic 4-point function (3.52) is shown in Figure 3.1.


Figure 3.1: tree level 4-point function for $\Phi^{4}$ bulk interaction. All four bulk-to-boundary propagator collides in a single bulk point.

For different bulk interactions, we will find further Witten diagrams. For example, if we consider a $\Phi^{3}$ interaction, we will find the Witten diagram shown in Figure 3.2


Figure 3.2: a) Witten diagram for 3-point function, b) Witten diagram for 4-point function

Witten diagram will be central in studying the quantum holographic correlation function. They will help us to have a graphic intuition of what kind of loop correction we are computing.

## Chapter 4

## Loop Correlation Function: Position <br> space

Using the classical fields in the bulk, we obtained the holographic correlation function, and they give the expected result for the correlation function of a CFT. However, the AdS/CFT correspondence states that the equivalences should hold beyond the saddle point approximation. So, we may ask ourselves what is the effect of working beyond the semi-classical approach in the holographic correlation function.

We will work the problem for the quantum scalar field with a $\Phi^{4}$ interaction on a fixed AdS background in two ways: Using the background field method and following the quantum effective action.

The background field method consists in decomposing the scalar field into a classical part plus a quantum fluctuation. The classical field was worked in 3 , so we will only focus on the quantum fluctuation and recall the already obtained result whenever necessary. We will compute the path integral for the quantum fluctuation up to the second order in the coupling and follow the GKPW dictionary to calculate the corresponding correlation function, finding loops in Witten diagrams.

As it has been well established in standard quantum field theory, the quantum treatment of the theory leads to UV divergence (in the bulk) that will demand renormalisation and, thus, redefine the parameters, making them finite. We will explicitly work on this finding a new conformal dimension, so we have to re-adapt the holographic renormalisation to the new parameters of the theory.

At the same time, following the quantum effective action, we will start from the partition function and compute the quantum effective action up to the second order in the coupling. By demanding a finite equation of motion, we will renormalise the UV divergences. Having renormalised the UV divergence, we can perform the holographic renormalisation with the renormalised parameters.

In this chapter, we will use the notation

$$
\begin{equation*}
\int d^{d+1} x \sqrt{g}=\int d x \tag{4.1}
\end{equation*}
$$

The organisation of the chapter is as follows: In 4.1, we will generally refer to the quantum fluctuation and holographic correlation function. In subsection 4.2, we will compute some useful integrals relevant to the following subsections. As some integrals are UV divergent, we present the UV regularisation in section 4.3. In subsection 4.4, we will study the background field method and the renormalisation problem. We will follow the quantum effective action and renormalisation in subsection 4.5.

### 4.1 General Statement

The AdS/CFT conjecture states that quantum gravity on AdS is equivalent to CFT in the boundary of AdS. At low energy, the relation corresponds to a duality between AdS SUGRA and strongly coupled CFT. The CFTs admitted in the AdS/CFT usually allow a large $N$ 't Hooft limit, where the bulks dual correspond to tree-level computations. Going
to loop in the bulk should correspond to $\frac{1}{N^{2}}$ corrections in the CFT.
We will focus on having a well-posed problem for the bulk theory. That is, we mean to have a finite bulk theory. However, as we are dealing with quantum corrections, it is natural that UV divergence will arise altogether with the known IR divergence. Because of the IR/UV connection, UV divergence in the bulk corresponds to IR divergences in the field theory. As is expected on QFT, the IR divergence should cancel on its own and shall not interfere with the UV structure. So the bulk's UV divergence shall be regularised with an AdS invariant regulator so we do not add new anomalies to the CFT.

We regulate the UV divergence with a regulator $\kappa$ that does not break the AdS isometries. The IR is regulated with the standard cut-off $\epsilon$.

So the general statement is that the renormalised bulk theory is

$$
\begin{equation*}
Z_{A d S}^{\mathrm{ren}}\left[\phi_{0}^{\mathrm{ren}}, \lambda_{i}^{\mathrm{ren}}\right]=\lim _{\epsilon \rightarrow 0} \lim _{\kappa \rightarrow 0} Z_{A d S}^{\mathrm{reg}}\left[\phi_{0}, \lambda_{i}, \epsilon, \kappa\right], \tag{4.2}
\end{equation*}
$$

where $\phi_{0}^{\mathrm{ren}}$ and $\lambda_{i}^{\text {ren }}$ are the renormalized source and coupling, while $\phi_{0}$ and $\lambda_{i}$ the bare source and bare coupling. So to compute the renormalised correlation function, we need to take derivatives with respect to the renormalised source. Although in the background field method, we take the derivative with respect to the bare source and renormalise the theory such that we find the renormalise source.

### 4.2 Relevant Integrals

From the point of view of the bulk, the holographic correlation function corresponds to Witten diagrams. They are built with the bulk-to-boundary propagator and bulk-to-bulk propagator. Therefore, to work at loop order within the bulk, we need to know how to compute some relevant integral that will arise from the corresponding Witten diagrams. This subsection aims to work on some of the essential integrals.

For some integral, using AdS isometries, we can give the general structure isolating the UV divergent part, but not the complete solution.

## Product of two bulk-to-boundary propagators

The product of two bulk-to-boundary propagators also called the mass gap [53, 52], falls into a particular case of a $D$-function. It is given by

$$
\begin{equation*}
D_{\Delta_{1}, \Delta_{2}}\left(\vec{y}_{1}, \vec{y}_{2}\right)=\int d x K_{\Delta_{1}}\left(z, \vec{x}-\vec{y}_{1}\right) K_{\Delta_{2}}\left(z, \vec{x}-\vec{y}_{2}\right) . \tag{4.3}
\end{equation*}
$$

The diagrammatic expression of this integral is shown in Figure 4.1.


Figure 4.1: Witten diagram for the $D_{\Delta, \Delta}$ function

The asymptotic behaviour of the integrand is $z^{d-\Delta_{1}-\Delta_{2}-1}$. So the $D_{\Delta_{1}, \Delta_{2}}$ is IR divergent when $\Delta_{1}+\Delta_{2}>d$. As we are considering that any conformal dimension $\Delta_{i}>\frac{d}{2}$, then $D_{\Delta_{1}, \Delta_{2}}$ is always IR divergent so it demands regularisation. We will regulate the divergence considering a cut-off in the lower limit of the radial direction.

Then, the regulated integral is

$$
\begin{equation*}
D_{\Delta_{1}, \Delta_{2}}\left(\epsilon, \vec{y}_{1}, \vec{y}_{2}\right)=\int_{\epsilon}^{\infty} \frac{d z}{z^{d+1}} \int d \vec{x} K_{\Delta_{1}}\left(z, \vec{x}-\vec{y}_{1}\right) K_{\Delta_{2}}\left(z, \vec{x}-\vec{y}_{2}\right) \tag{4.4}
\end{equation*}
$$

where we made explicit the $\sqrt{g}$ term. We can translate the transverse coordinate

$$
\begin{equation*}
D_{\Delta_{1}, \Delta_{2}}\left(\epsilon, \vec{y}_{1}, \vec{y}_{2}\right)=c_{\Delta_{1}} c_{\Delta_{2}} \frac{1}{\left|\vec{y}_{12}\right|^{\Delta_{1}+\Delta_{2}}} \int_{\sigma}^{\infty} d z \int d \vec{x} \frac{z^{\Delta_{1}+\Delta_{2}-d-1}}{\left[z^{2}+(\vec{x}-\hat{n})^{2}\right]^{\Delta_{1}}\left[z^{2}+\vec{x}^{2}\right]^{\Delta_{2}}} \tag{4.5}
\end{equation*}
$$

with $\sigma=\frac{\epsilon}{\left|\vec{y}_{12}\right|}$ and $\hat{n}$ is defined through $\vec{y}_{12}=\left|\vec{y}_{12}\right| \hat{n}$. Notice that the complete dependence of the boundary points is in the prefactor and the lower limit of the radial integral. So, we need to find how the integral depends on $\vec{y}_{12}$. To find this, we will call the integral

$$
\begin{equation*}
\tilde{D}_{\Delta_{1}, \Delta_{2}}=\int_{\sigma}^{\infty} d z \int d \vec{x} \frac{z^{\Delta_{1}+\Delta_{2}-d-1}}{\left[z^{2}+(\vec{x}-\hat{n})^{2}\right]^{\Delta_{1}}\left[z^{2}+\vec{x}^{2}\right]^{\Delta_{2}}} \tag{4.6}
\end{equation*}
$$

and take a derivative with respect to $\sigma$,

$$
\begin{equation*}
\frac{d}{d \sigma} \tilde{D}_{\Delta_{1}, \Delta_{2}}=-\int d \vec{x} \frac{\sigma^{\Delta_{1}+\Delta_{2}-d-1}}{\left[\sigma^{2}+(\vec{x}-\hat{n})^{2}\right]^{\Delta_{1}}\left[\sigma^{2}+\vec{x}^{2}\right]^{\Delta_{2}}} \tag{4.7}
\end{equation*}
$$

It is possible to solve the integral directly by using spherical coordinates. Instead, we will follow a different approach. By using the following Dirac delta representation,

$$
\begin{equation*}
c_{\Delta} \lim _{z \rightarrow 0} \frac{z^{2 \Delta-d}}{\left(z^{2}+\vec{x}^{2}\right)^{\Delta}}=\delta(\vec{x}) \tag{4.8}
\end{equation*}
$$

we will find,

$$
\begin{equation*}
\lim _{\sigma \rightarrow 0} \frac{d}{d \sigma} \tilde{D}_{\Delta_{1}, \Delta_{2}}=-2 \delta_{\Delta_{1}, \Delta_{2}} \frac{1}{c_{\Delta_{1}}} \frac{1}{\sigma} \Rightarrow \tilde{D}_{\Delta_{1}, \Delta_{2}}=-2 \frac{\delta_{\Delta_{1}, \Delta_{2}}}{c_{\Delta_{1}}} \log \left(\frac{\epsilon}{\left|\overrightarrow{y_{1}}-\overrightarrow{y_{2}}\right|}\right)+C+\mathcal{O}(\epsilon), \tag{4.9}
\end{equation*}
$$

where $C$ is an integration constant. Then, we will have,

$$
\begin{equation*}
D_{\Delta, \Delta}\left(\epsilon, \vec{y}_{1}, \vec{y}_{2}\right)=-\frac{2 c_{\Delta}}{\left|\vec{y}_{1}-\overrightarrow{2}\right|^{2 \Delta}}\left(\log \left(\frac{\epsilon}{\left|\vec{y}_{1}-\vec{y}_{2}\right|}\right)+C\right)+\mathcal{O}(\epsilon) . \tag{4.10}
\end{equation*}
$$

Notice that we have obtained the dependence on the external point (modulo a
constant) without doing any integral.

In this treatment there is a caveat, by defining $\sigma=\frac{\epsilon}{\left|\bar{y}_{12}\right|}$ we are assuming that $\overrightarrow{y_{1}} \neq \vec{y}_{2}$, thereby can be more divergence.

To obtain the full solution integral for any boundary points and to find the constant $C$, we use the momentum representation of the bulk-boundary-propagator (5.7) to compute $D_{\Delta, \Delta}$. Quoting the result from Appendix C. 4 taking the limit of $\epsilon \rightarrow 0$ and using the inverse Fourier transformation (C.38) we find

$$
\begin{align*}
D_{\Delta, \Delta}\left(\vec{y}_{1}, \vec{y}_{2}\right) & =\frac{1}{\epsilon^{2 \Delta-d}} \frac{\delta\left(\vec{y}_{1}-\vec{y}_{2}\right)}{2 \Delta-d}+\ldots  \tag{4.11}\\
& -\frac{2 c_{\Delta}}{\left|\overrightarrow{y_{1}}-\overrightarrow{y_{2}}\right|^{2 \Delta}}\left(\log \left(\frac{\epsilon}{\left|\overrightarrow{y_{1}}-\overrightarrow{y_{2}}\right|}\right)+\frac{\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)}{2}\right)+\mathcal{O}(\epsilon) .
\end{align*}
$$

Regulating the IR divergence is crucial and will play an essential role in computing the quantum correction to the holographic correlation function.

## The $G K$ integral

The integral of the product between a bulk-to-bulk propagator and the bulk-to-boundary propagator is,

$$
\begin{equation*}
I_{1}(x, \vec{y})=\int d x^{\prime} G_{\Delta}\left(x, x^{\prime}\right) K_{\Delta}\left(z^{\prime}, \vec{x}^{\prime}-\vec{y}\right) \tag{4.12}
\end{equation*}
$$

using the asymptotic behaviour of each propagator, we find that the integrand behaves as $z^{-1}$, then we have to regulate the integral by introducing a cut-off in the lower limit,

$$
\begin{equation*}
I_{1}(\epsilon, x, \vec{y})=\int_{\epsilon} d z^{\prime} \int d \vec{x}^{\prime} \sqrt{g} G_{\Delta}\left(x, x^{\prime}\right) K_{\Delta}\left(z^{\prime}, \vec{x}^{\prime}-\vec{y}\right) . \tag{4.13}
\end{equation*}
$$

In Figure. 4.2 is shown the corresponding Witten diagram for the $I_{1}$ integral.


Figure 4.2: Witten diagram for the $G K$ integral

This integral can be computed using the series representation of the bulk-to-bulk propagator, integrating using (C.1) and re-sum into a single expression. This procedure is cumbersome and too long.

It is easier to follow a similar procedure as is done in [70]. We will consider the following equation

$$
\begin{equation*}
\left(-\square+m^{2}\right) I_{1}=K_{\Delta}(z, \vec{x}-\vec{y}), \tag{4.14}
\end{equation*}
$$

where we used (3.47). The boundary condition for the differential equation corresponds to the limit of $z \rightarrow \epsilon$, so using (3.50), we have

$$
\begin{equation*}
I_{1}(\epsilon, \vec{x}, \vec{y})=\frac{\epsilon^{\Delta}}{2 \Delta-d} D_{\Delta, \Delta}(\vec{x}, \vec{y}) \tag{4.15}
\end{equation*}
$$

By direct computation, it is possible to prove that the solution to this differential equation is,

$$
\begin{equation*}
I_{1, p}=-\frac{1}{2 \Delta-d} K_{\Delta}(z, \vec{x}-\vec{y}) \log \left(\frac{z}{z^{2}+(\vec{x}-\vec{y})^{2}}\right)+C_{1} K_{\Delta}(z, \vec{x}-\vec{y})+C_{2} K_{d-\Delta}(z, \vec{x}-\vec{y}) \tag{4.16}
\end{equation*}
$$

Demanding regularity in the interior, we determine $C_{2}=0$ and imposing the boundary
condition we find

$$
\begin{equation*}
C_{1}=-\frac{1}{2 \Delta-d} \log (\epsilon)-\frac{1}{2 \Delta-d}\left[\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right] \tag{4.17}
\end{equation*}
$$

where $\psi(x)$ the digamma function.

Then, we have

$$
\begin{equation*}
I_{1}(\epsilon, x, \vec{y})=-\frac{1}{2 \Delta-d} K_{\Delta}(z, \vec{x}-\vec{y})\left[\log \left(\frac{\epsilon z}{z^{2}+(\vec{x}-\vec{y})^{2}}\right)+\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right] . \tag{4.18}
\end{equation*}
$$

An alternative proof can be found in Appendix C. 2

## The $G^{n} K$ integral for $n \geq 2$

The generalisation of the $G K$ integral to an arbitrary power on the bulk-to-bulk propagator is

$$
\begin{equation*}
I_{2, n}(x, \vec{y})=\int d x^{\prime} G_{\Delta}\left(x, x^{\prime}\right)^{n} K_{\Delta}\left(z^{\prime}, \vec{x}^{\prime}-\vec{y}\right), \quad n=2,3, \ldots \tag{4.19}
\end{equation*}
$$

Having one bulk-to-boundary propagator and adding more bulk-to-bulk propagators, the integral becomes IR convergent, so we can infer that $I_{2}$ is IR finite. Indeed, by power counting, we can check that the IR behaviour of the integrand is $z^{n \Delta-\Delta-1}$; thus, for $n \geq 2$, the $I_{2}$ integral in IR is finite.

As we do not add an IR cut-off, we are not breaking the AdS symmetry, so we can use the whole set of AdS isometries to work the integral. In particular, by translating both transverse coordinates, $\vec{x} \rightarrow \vec{x}-\vec{y}$ and $\vec{x}^{\prime} \rightarrow \vec{x}^{\prime}-\vec{y}$, we can prove that the integral
is independent of the boundary coordinate $\vec{y}$. So we have

$$
\begin{equation*}
I_{2, n}(z, \vec{x})=\int d x^{\prime} G_{\Delta}\left(x, x^{\prime}\right)^{n} K_{\Delta}\left(z^{\prime}, \vec{x}^{\prime}\right) \tag{4.20}
\end{equation*}
$$

Now, we do an inversion given by equation (2.58) to $x$ and $x^{\prime}$, as is an isometry, the volume element and the bulk-to-bulk propagator do not change

$$
\begin{equation*}
I_{2, n}(z, \vec{x})=c_{\Delta} \int d x^{\prime} G_{\Delta}\left(x, x^{\prime}\right)^{n} z^{\prime \Delta} \tag{4.21}
\end{equation*}
$$

By translating in $\vec{x}^{\prime} \rightarrow \vec{x}^{\prime}-\vec{x}$, then

$$
\begin{equation*}
I_{2, n}(z)=c_{\Delta} \int d x^{\prime} G\left(z, 0 ; z^{\prime}, \vec{x}^{\prime}\right)^{n} z^{\prime \Delta} \tag{4.22}
\end{equation*}
$$

Now we do a dilatation such that $x^{\prime} \rightarrow z x^{\prime}$, so we will have

$$
\begin{equation*}
I_{2, n}(z)=c_{\Delta} z^{\Delta} \int d x^{\prime} G\left(1,0 ; z^{\prime}, \vec{x}^{\prime}\right)^{n} z^{\prime \Delta} \tag{4.23}
\end{equation*}
$$

Notice that the r.h.s integral is an (eventually UV divergent) constant. Despite this, the only dependence is the $z$ term. Inverting back the $z$ variable, we are left with

$$
\begin{equation*}
I_{2, n}(z, \vec{x})=g_{n} K_{\Delta}(z, \vec{x}), \quad g_{n}=\int d x^{\prime} G_{\Delta}\left(1,0 ; z^{\prime}, \vec{x}^{\prime}\right)^{n} z^{\prime \Delta} \tag{4.24}
\end{equation*}
$$

The $g_{n}$ factor is UV divergent, so computing it demands regularisation. However, we have found a general structure that the $G^{n} K$ integral has without computing it explicitly. In [48], this integral was worked using the spectral representation finding the same structure.

The $G^{n} K$ integral has a clear interpretation in terms of Witten diagram shown in Figure 4.3


Figure 4.3: The $n=3$ case. On the l.h.s the integration is in $x^{\prime}$ and in the r.h.s $g_{3}$ is a constant .

## The $G^{2}$ integral

Now we turn our attention to the integral of a square of two bulk-to-bulk propagators

$$
\begin{equation*}
I_{3}(x)=\int d x^{\prime} G\left(x, x^{\prime}\right) G\left(x^{\prime}, x\right) \tag{4.25}
\end{equation*}
$$

The IR convergence is guaranteed because the asymptotic expansion of the integrand has the form $z^{2 \Delta-d-1}$, which is convergent for $\Delta>\frac{d}{2}$. Therefore there is no need to add a lower cut-off regulator, and we can use AdS isometries to get the structure of the integral.

Doing a translation $\vec{x}^{\prime} \rightarrow \vec{x}^{\prime}-\vec{x}$ and dilatation $x^{\prime} \rightarrow z x^{\prime}$ we will have

$$
\begin{equation*}
I_{3}=\int d x^{\prime} G\left(1,0 ; z^{\prime}, \vec{x}^{\prime}\right)^{2} \tag{4.26}
\end{equation*}
$$

which does not depends on $x$, so it is constant.
It turns out to be that this integral will be UV divergent, so regularisation is needed to compute it.

In Appendix C. 3 is proven that

$$
\begin{equation*}
-\frac{1}{2 \Delta-d} \frac{d}{d \Delta} G_{\Delta}(1)=\int d x G_{\Delta}\left(x, x^{\prime}\right) G\left(x^{\prime}, x\right) \tag{4.27}
\end{equation*}
$$

where we understand $G_{\Delta}(1)$ to be regulated. This formula makes it much easier to
compute the r.h.s integral.

## The $K K \log$ integral

Now we turn our attention to the integral

$$
\begin{equation*}
I_{4}\left(\vec{y}_{1}, \vec{y}_{2}\right)=\int d x K_{\Delta}\left(z, \vec{x}-\vec{y}_{1}\right) \int d x^{\prime} G_{\Delta}\left(x, x^{\prime}\right) K_{\Delta}\left(z^{\prime}, \vec{x}^{\prime}-\vec{y}_{1}\right) . \tag{4.28}
\end{equation*}
$$

The integral over the primed variable corresponds to the one studied in the GK integral subsection and is IR divergent. Then, using (4.18), we will have

$$
\begin{equation*}
I_{4}\left(\epsilon, \vec{y}_{12}\right)=-\frac{1}{2 \Delta-d} \int d x K_{\Delta}\left(z, \vec{x}-\vec{y}_{12}\right) K_{\Delta}(z, \vec{x})\left[\log \left(\frac{z \epsilon}{z^{2}+\vec{x}^{2}}\right)+\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right] . \tag{4.29}
\end{equation*}
$$

the integral is IR-divergent as well. So, the $I_{4}$ has two IR divergences. Regularising it, we have

$$
\begin{equation*}
I_{4}\left(\epsilon, \vec{y}_{12}\right)=-\frac{1}{2 \Delta-d} \int_{z=\epsilon} d x K_{\Delta}\left(z, \vec{x}-\vec{y}_{12}\right) K_{\Delta}(z, \vec{x})\left[\log \left(\frac{z \epsilon}{z^{2}+\vec{x}^{2}}\right)+\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right] \tag{4.30}
\end{equation*}
$$

We may notice that a part of the integral is proportional to the $D_{\Delta, \Delta}$ function (4.11)

$$
\begin{align*}
& I_{4}=-\frac{1}{2 \Delta-d}\left(\log (\epsilon)+\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right) D_{\Delta, \Delta}+\tilde{I}_{4}  \tag{4.31}\\
& \tilde{I}_{4}=-\frac{c_{\Delta}^{2}}{2 \Delta-d} \int_{z=\epsilon} d x\left(\frac{z}{z^{2}+\left(\vec{x}-\vec{y}_{12}\right)^{2}}\right)^{\Delta}\left(\frac{z}{z^{2}+\vec{x}^{2}}\right)^{\Delta} \log \left(\frac{z}{z^{2}+\vec{x}^{2}}\right) .
\end{align*}
$$

To study the $\tilde{I}_{4}$, we may notice

$$
\begin{equation*}
\tilde{I}_{4}=-\frac{c_{\Delta}^{2}}{2 \Delta-d} \int_{z=\epsilon} d x\left(\frac{z}{z^{2}+\left(\vec{x}-\vec{y}_{12}\right)^{2}}\right)^{\Delta} \frac{d}{d \Delta}\left(\frac{z}{z^{2}+\vec{x}^{2}}\right)^{\Delta} . \tag{4.32}
\end{equation*}
$$

Doing integration by parts, a translation on the transverse coordinate and using that $\vec{y}_{12}$
is invariant under rotation we will have,

$$
\begin{equation*}
\tilde{I}_{4}=-\frac{1}{c_{\Delta}(2 \Delta-d)} D_{\Delta, \Delta} \frac{d c_{\Delta}}{d \Delta}+\frac{1}{2(2 \Delta-d)} \frac{d}{d \Delta} D_{\Delta, \Delta} \tag{4.33}
\end{equation*}
$$

which is direct to compute.

So the integral is

$$
\begin{align*}
I_{4}\left(\epsilon, \vec{y}_{1}, \vec{y}_{2}\right) & =\frac{\epsilon^{d-2 \Delta} \delta\left(\vec{y}_{1}-\vec{y}_{2}\right)}{(2 \Delta-d)^{3}}+\ldots+\frac{2 c_{\Delta}}{2 \Delta-d} \frac{1}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta}}\left[\log \left(\frac{\epsilon}{\left|\vec{y}_{1}-\vec{y}_{2}\right|}\right)^{2}+\right.  \tag{4.34}\\
& \log \left(\frac{\epsilon}{\left|\vec{y}_{1}-\vec{y}_{2}\right|}\right)\left[\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right]+\frac{1}{4}\left[\psi^{(1)}\left(\Delta-\psi^{(1)}\left(\Delta-\frac{d}{2}\right)\right]\right. \\
& \left.+\frac{1}{4}\left[\psi\left(\Delta-\psi(\Delta)-\frac{d}{2}\right)\right]^{2}\right] .
\end{align*}
$$

## The $K K G^{2}$ integral

${ }^{1}$ The integral to be studied is

$$
\begin{equation*}
I_{5}\left(x, \vec{y}_{1}, \vec{y}_{2}\right)=\int d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{2}\right) G_{\Delta}\left(x_{1}, x\right)^{2} . \tag{4.35}
\end{equation*}
$$

This integral is more challenging and demands much more work to understand it.
It is not hard to check that this integral is IR convergent for $d>1$. Then, there is no need for IR regularisation.

By translation invariance, we find that the integral depends on $\vec{y}_{12}=\overrightarrow{y_{1}}-\vec{y}_{2}$. Then we invert each coordinate $z \rightarrow z^{\prime}, \vec{x} \rightarrow \vec{x}^{\prime}$ given by (2.58) and $\vec{y} \rightarrow \vec{y}=\frac{\vec{y}^{\prime}}{\left|\vec{y}^{\prime}\right|^{\prime}}$, as inversion is an AdS isometry, then $G\left(x^{\prime}, x\right)$ remains unchanged, but the bulk-to-bulk propagator transform as

$$
\begin{equation*}
K_{\Delta}(z, \vec{x}-\vec{y})=\frac{1}{|\vec{y}|^{2 \Delta}} K_{\Delta}\left(z^{\prime}, \vec{x}^{\prime}-\vec{y}^{\prime}\right) \tag{4.36}
\end{equation*}
$$

[^2]On the r.h.s, the prefactor of $K$ is given in terms of the uninverted vector $\vec{y}$. With this, the integral becomes

$$
\begin{equation*}
I_{5}\left(x^{\prime}, \vec{y}_{1}, \vec{y}_{2}\right)=\frac{1}{|\vec{y}|^{2 \Delta}} \int d x^{\prime} K_{\Delta}\left(z^{\prime}, \vec{x}^{\prime}-\vec{y}_{12}^{\prime}\right) z^{\prime \Delta} G_{\Delta}\left(x_{1}^{\prime}, x^{\prime}\right)^{2} \tag{4.37}
\end{equation*}
$$

The bulk-to-bulk propagator is given by a hypergeometric function (3.48). Using the explicit form of the bulk-to-boundary propagator and using the series representation of the hypergeometric function, we will have,

$$
\begin{align*}
I_{5}\left(x^{\prime}, \vec{y}_{1}, \vec{y}_{2}\right) & =-\frac{c_{\Delta}^{4}}{(2 \Delta-d)^{2} y_{12}^{2 \Delta}} \sum_{n_{1} n_{2}} \alpha_{n_{1}} \alpha_{n_{2}} z^{\prime 2 \Delta+2\left(n_{1}+n_{2}\right)}  \tag{4.38}\\
& \times \int_{0}^{\infty} d z_{2}^{\prime} \int d \vec{x}_{2}^{\prime} \frac{z_{2}^{\prime 4 \Delta+2\left(n_{1}+n_{2}\right)-d-1}}{\left[z_{2}^{\prime 2}+\left(\vec{x}_{2}^{\prime}-\vec{y}_{12}^{\prime}\right)^{2}\right]^{\Delta}\left[z^{\prime 2}+z_{2}^{\prime 2}+\left(\vec{x}^{\prime}-\vec{x}_{2}^{\prime}\right)^{2}\right]^{2 \Delta+2\left(n_{1}+n_{2}\right)}}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha_{n}=\frac{\left(\frac{\Delta}{2}\right)_{n}\left(\frac{\Delta+1}{2}\right)_{n}}{\left(\Delta-\frac{d}{2}+1\right)_{n}}=\frac{4^{-n} \Gamma\left(-\frac{d}{2}+\Delta+1\right) \Gamma(2 n+\Delta)}{\Gamma(\Delta) \Gamma\left(-\frac{d}{2}+n+\Delta+1\right)} . \tag{4.39}
\end{equation*}
$$

The last integral is solved in Appendix C. By using the integral result and re-arranging the terms, we have

$$
\begin{align*}
& I_{5}\left(x, \vec{y}_{1}, \vec{y}_{2}\right)=\pi^{\frac{d+1}{2}}\left(\frac{2^{-2 \Delta} c_{\Delta}}{2 \Delta-d}\right)^{2} K_{\Delta}\left(z, \vec{x}-\vec{y}_{1}\right) K_{\Delta}\left(z, \vec{x}-\vec{y}_{2}\right) \sum_{i=0}^{\infty}\left[\alpha_{i}+\beta_{i}\right.  \tag{4.40}\\
& \left.\sigma_{i} \log \left[\frac{z}{z^{2}+\left(\vec{x}-\vec{y}_{1}\right)^{2}} \frac{z}{z^{2}+\left(\vec{x}-\overrightarrow{y_{2}}\right)^{2}}\left|\vec{y}_{12}\right|^{2}\right]\left(\frac{z}{z^{2}+\left(\vec{x}-\vec{y}_{1}\right)^{2}} \frac{z}{z^{2}+\left(\overrightarrow{x_{1}}-\vec{y}_{2}\right)^{2}}\left|\vec{y}_{12}\right|^{2}\right)^{i}\right] .
\end{align*}
$$

For the renormalisation, the relevant term is

$$
\begin{align*}
& \alpha_{i}=(-1)^{i}(d-1) \frac{(\Delta)_{i}(\Delta)_{i}(d)_{i}}{(2)_{i} i!} \frac{\Gamma\left(2 \Delta-\frac{d}{2}+1+i\right)}{\Gamma\left(\Delta+\frac{3}{2}+i\right) \Gamma(\Delta+1+i)}  \tag{4.41}\\
& \quad{ }_{4} F_{3}\left(2 \Delta-\frac{d}{2}+1+i, 1,1, d+i ; \Delta+\frac{3}{2}+i, \Delta+i+1,2+i, 1\right)
\end{align*}
$$

In general, for any $a$ and $b$ positive, the ${ }_{q+1} F_{q}\left(a_{1}, \ldots a_{q+1} ; b_{1}, \ldots, b_{q}, 1\right)$, is convergent for
$\sum a_{i}-\sum b_{i}>0$. In our case, this is translated into

$$
\begin{equation*}
\frac{3-d}{2}+i>0 \tag{4.42}
\end{equation*}
$$

So, the $\alpha_{i}$ term is finite for $d<3$. For $d=3,4$, the coefficient $\alpha_{i=0}$ is divergent. For $d=5,6$, the $\alpha_{i=0}$ and $\alpha_{i=1}$ are divergent. For $d=7,8$ the terms $\alpha_{i=0}, \alpha_{i=1}$ and $\alpha_{i=2}$ are divergent. The coefficients $\beta_{i}$ and $\sigma_{i}$ are finite.

### 4.3 UV regulator

In the previous section, we studied relevant integrals, finding some of them to be IR convergent, e.g. the $G^{n} K$ integral. Despite being IR convergent, the finiteness of the integral is not guaranteed because there can be UV divergence. Indeed, the coefficient $c_{n}$ in (4.24), or the integral $I_{3}$ in (4.26) are UV divergent.

The first case is the bulk-to-bulk propagator at the same point. From the definition (3.48), when we evaluate in $x=x^{\prime}$ we have $\xi=1$ then

$$
\begin{equation*}
G_{\Delta}(x, x) \equiv G_{\Delta}(1)=\frac{2^{-\Delta} c_{\Delta}}{2 \Delta-d}{ }_{2} F_{1}\left(\frac{\Delta}{2}, \frac{\Delta+1}{2}, \Delta-\frac{d}{2}+1,1\right) . \tag{4.43}
\end{equation*}
$$

In general, the hypergeometric function ${ }_{2} F_{1}(a, b, c, 1)$ is convergent for $c>a+b$, and is

$$
\begin{equation*}
{ }_{2} F_{1}(a, b, c, 1)=\frac{\Gamma(c) \Gamma(c-a-b)}{\Gamma(c-a) \Gamma(c-b)} . \tag{4.44}
\end{equation*}
$$

In this case, the condition $c>a+b$ corresponds to $d<1$. Then, we can write

$$
\begin{equation*}
G_{\Delta}(1)=\frac{2^{-\Delta} c_{\Delta}}{2 \Delta-d} \frac{\Gamma\left(\Delta-\frac{d}{2}+1\right) \Gamma\left(\frac{1-d}{2}\right)}{\Gamma\left(\frac{\Delta-d}{2}+1\right) \Gamma\left(\frac{\Delta-d+1}{2}\right)} . \tag{4.45}
\end{equation*}
$$

We can consider the former result's analytical continuation, allowing us to have $d>1$.

For $d$ even, (4.45) is finite and well-defined. For $d$ odd, it may be ill-defined and demand regularisation. Using dimensional regularisation, $d \rightarrow d-\kappa$, the bulk-to-bulk propagator at the same point is finite. The divergent piece is obtained by taking the limit of $\kappa \rightarrow 0$.

We will denote the regulated bulk-to-bulk propagator as $G_{\Delta, \kappa}(1)$.
However, for the coming discussion, another regulator will be used. This is because there are integrals that we still do not know how to use in dimensional regularisation.

Inspired in $[52,53]$ we regulate the bulk-to-bulk propagator,

$$
\begin{equation*}
G_{\Delta}\left(\xi\left(x, x^{\prime}\right)\right) \rightarrow G_{\Delta}\left(\frac{\xi}{1+\kappa}\right) \tag{4.46}
\end{equation*}
$$

where $\kappa$ is the geodesic distance among the points. In this regularisation scheme, we keep the dimension fixed but consider the two-point $x$ and $x^{\prime}$ apart and expand the bulk-to-bulk propagator in powers of the geodesic distance [71]. The regulated bulk-to-bulk propagator inherently is AdS invariant because chordal distance $\xi$ is AdS invariant, and we keep $\kappa$ fixed.

In the case $x=x^{\prime}$, then we will have

$$
\begin{equation*}
G_{\Delta, \kappa}(1) \equiv G_{\Delta}\left(\frac{1}{1+\kappa}\right) \tag{4.47}
\end{equation*}
$$

which is finite for $d \geq 1$.

### 4.4 Background field method

We will now move on to work on one of main problems: the role of quantum correction in the holographic correlation function, considering an interacting scalar field over an AdS background. Despite being an effective theory and not including backreaction from space-
time, the model is enough to understand how to work the quantum correction.

Consider the scalar field with quartic interaction with action given by

$$
\begin{equation*}
S=\int d x\left(\frac{1}{2} g^{\mu \nu} \partial_{\mu} \Phi \partial_{\nu} \Phi+\frac{1}{2} m^{2} \Phi^{2}+\frac{\lambda}{4!} \Phi^{4}\right)+B \tag{4.48}
\end{equation*}
$$

As we saw in section 3.1, the boundary term plays a crucial role in the renormalisation of IR divergences.

We will consider the field to be composed by

$$
\begin{equation*}
\Phi=\Phi_{c l}+h \tag{4.49}
\end{equation*}
$$

where $\Phi_{c l}$ solves the equation of motion while $h$ is the quantum fluctuation. As the classical field solves the equation of motion, we will impose a non-normalisable Dirichlet boundary condition, and the quantum fluctuation will have a normalisable boundary condition

$$
\begin{equation*}
\Phi_{c l}(z \rightarrow 0, \vec{x}) \sim z^{d-\Delta} \phi_{0}+\ldots, \quad h(z \rightarrow 0, \vec{x}) \sim z^{\Delta} h_{0}+\ldots \tag{4.50}
\end{equation*}
$$

where $\Delta$ is the positive solution to $\Delta(\Delta-d)=m^{2}$. Notice that $\Delta$ depends on the mass in the Lagrangian. As we may suppose from standard QFT, by considering quantum correction, we will have to renormalise the mass; therefore, we expect that the conformal dimension $\Delta$ will also be renormalised.

Plugging the decomposition (4.49) into the action we will have

$$
\begin{equation*}
S[\Phi]=S_{c l}+S_{q}, \tag{4.51}
\end{equation*}
$$

where we called $S_{c l}=S\left[\Phi_{c l}\right]+B$ and $S_{q}=S\left[\Phi_{c l}, h\right]$ which is at least quadratic in $h$. The linear term in $h$ vanishes because of the equation of motion.

Then, the partition function will be

$$
\begin{aligned}
Z & =Z_{c l} Z_{q} \\
& =e^{-S_{c l}} \int D h e^{-S_{q}}
\end{aligned}
$$

where we called $Z_{c l}=e^{-S_{c l}-B}$ and $Z_{q}$ stands for the path integral over $h$. In this section, we will focus on the path integral over the quantum fluctuation.

Notice that the $S_{q}$ action has a non-trivial dependence on the classical field $\Phi_{c l}$, which depends on the "source" of the conformal theory through the boundary condition. Thus, the quantum part of the partition function depends on the source $\phi_{0}$

$$
\begin{equation*}
Z_{q}=Z_{q}\left[\phi_{0}\right]=\int D h e^{-S_{q}} . \tag{4.52}
\end{equation*}
$$

If we have a non-quadratic potential, the path integral cannot be fully solved. However, it can be computed perturbatively.

In exact agreement with standard QFT computations, the functional $W_{q}=\ln Z_{q}$ generates the connected correlation function. In this section, we will work with $W_{q}$ to see the effect of quantum correction on the holographic correlation function.

As we have seen before, the correlation functions are obtained by taking functional derivatives with respect to the boundary condition of the classical field. The quantum correction to the tree-level correlation function is given by

$$
\begin{align*}
\left\langle\mathcal{O}_{\Delta_{1}}(\vec{x})\right\rangle_{q} & =\left.\frac{\delta}{\delta \phi_{0}(\vec{x})} W_{q}\right|_{\phi_{0}=0}  \tag{4.53}\\
\left\langle\mathcal{O}_{\Delta_{1}}(\vec{x}) \mathcal{O}_{\Delta_{2}}\left(\vec{x}_{2}\right)\right\rangle_{q} & =-\left.\frac{\delta^{2}}{\delta \phi_{0}\left(\vec{x}_{1}\right) \delta \phi_{0}\left(\vec{x}_{2}\right)} W_{q}\right|_{\phi_{0}=0} \tag{4.54}
\end{align*}
$$

where the subscript $q$ denotes that it corresponds to the quantum part of the correlation
function.

Computing the quantum corrections to the correlation function, we will find the already-known IR divergences and UV divergences. The high energy divergences (in the bulk) do not arise in the tree-level computation, and we must know how to deal with them.

The $S_{q}=S\left[\Phi_{c l}, h\right]$ action for the bulk (4.48) is

$$
\begin{equation*}
S_{q}\left[\phi_{0}\right]=\int d x h\left(-\square+m^{2}+\frac{\lambda}{4} \Phi_{c l}^{2}+\frac{\lambda}{3!} \Phi_{c l} h+\frac{\lambda}{4!} h^{2}\right) h . \tag{4.55}
\end{equation*}
$$

Where $\Phi_{c l}=\Phi_{c l}\left(\phi_{0}\right)$ is given by the perturbative solution to the equation of motion.

From here, we see that the partition function will be a path integral over a nonGaussian integral. To work the non-quadratic exponential in the path integral, we proceed by adding a bulk source $J$. Then, we define the double source partition function as

$$
\begin{equation*}
Z\left[\phi_{0}, J\right]=\int D h e^{-S_{q}+\int d x J h} \tag{4.56}
\end{equation*}
$$

We must remember that the source we use to obtain the correlation function is $\phi_{0}$, and the source $J$ is just an intermediate device that allows us to work the non-Gaussian integral.

Following the same tricks of standard QFT, we can take out the non-quadratic part of the action as derivatives with respect to the source $J$ and integrate it out of the partition function

$$
\begin{equation*}
Z\left[\phi_{0}, J\right]=e^{-\lambda \int d x\left(\frac{1}{4!} \frac{\delta^{4}}{\delta J^{4}}+\frac{1}{4} \Phi_{c l}^{2} \frac{\delta^{2}}{\delta J^{2}}+\frac{1}{3} \Phi_{c l} \frac{\delta^{3}}{\delta J^{3}}\right)} \int D h e^{-\int d x\left[h\left(-\square+m^{2}\right) h+J h\right]} \tag{4.57}
\end{equation*}
$$

the path integral is now Gaussian. Computing the path integral

$$
\begin{equation*}
Z\left[\phi_{0}, J\right]=e^{-\lambda \int d x\left(\frac{1}{4} \frac{\delta^{4}}{\delta J^{4}}+\frac{1}{4} \Phi_{c l}^{2} \frac{\delta^{2}}{\delta J^{2}}+\frac{1}{3} \Phi_{c l} \frac{\delta^{3}}{\delta J^{3}}\right)} e^{\frac{1}{2} \int d^{d+1} x_{1} d^{d+1} x_{2} J\left(x_{1}\right) G_{\Delta}\left(x_{1}, x_{2}\right) J\left(x_{2}\right)} \tag{4.58}
\end{equation*}
$$

where the function $G\left(x_{1}, x_{2}\right)$ satisfies,

$$
\begin{equation*}
\left(-\square+m^{2}\right) G_{\Delta}\left(x_{1}, x_{2}\right)=\frac{\delta\left(x_{1}-x_{2}\right)}{\sqrt{g}} \tag{4.59}
\end{equation*}
$$

which is the same equation (3.47) found when we solved the non-linear equation of motion. So $G_{\Delta}\left(x_{1}, x_{2}\right)$ corresponds to the bulk-to-bulk propagator.

In equation (4.58), the classical fields are on the left exponential; these terms are the ones that will have the bulk-to-boundary propagator. Therefore, any external leg is contained in this part of the partition function.

We will be interested in the connected correlation functions that are generated by $W\left[\phi_{0}\right]=-\log Z\left[\phi_{0}\right]$. Along the following lines, we will keep up to $\mathcal{O}\left(\lambda^{2}\right)$.

To obtain $W\left[\phi_{0}\right]$ we work term by term in (4.58) and then take the logarithm. The result up to the second order in the coupling is,

$$
\begin{align*}
W_{q}\left[\phi_{0}\right] & =-\frac{\lambda}{4} \int d x \Phi_{c l}^{2}(x) G_{\Delta}(x, x)+\frac{\lambda^{2}}{8} \int d x_{1} d x_{2} \Phi_{c l}^{2}\left(x_{1}\right) G_{\Delta}\left(x_{1}, x_{2}\right)^{2} G_{\Delta}\left(x_{2}, x_{2}\right)  \tag{4.60}\\
& +\frac{\lambda^{2}}{6} \int d x_{1} d x_{2} \Phi_{c l}\left(x_{1}\right) \Phi_{c l}\left(x_{2}\right) G_{\Delta}\left(x_{1}, x_{2}\right)^{3} \\
& +\frac{\lambda^{2}}{8} \int d x_{1} d x_{2} \Phi_{c l}\left(x_{1}\right) G_{\Delta}\left(x_{1}, x_{1}\right) G_{\Delta}\left(x_{1}, x_{2}\right) G_{\Delta}\left(x_{2}, x_{2}\right) \Phi_{c l}\left(x_{2}\right) \\
& +\frac{\lambda^{2}}{32} \int d x_{1} d x_{2} \Phi_{c l}^{2}\left(x_{1}\right) G_{\Delta}\left(x_{1}, x_{1}\right) \Phi_{c l}^{2}\left(x_{2}\right) G_{\Delta}\left(x_{2}, x_{2}\right) \\
& +\frac{\lambda^{2}}{16} \int d x_{1} d x_{2} \Phi_{c l}^{2}\left(x_{1}\right) G_{\Delta}\left(x_{1}, x_{2}\right)^{2} \Phi_{c l}^{2}(x)
\end{align*}
$$

We must remember that $\Phi_{c l}$ has its own series in $\lambda$ given by (3.42). Therefore the order $\lambda$ term in $W_{q}$ will have a $\lambda^{2}$ correction.

The loop correction to the two and 4-point functions are given by,

$$
\begin{align*}
\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{q} & =\left.\frac{\delta^{2} W_{q}\left[\phi_{0}\right]}{\delta \phi_{0}\left(\vec{x}_{1}\right) \delta \phi_{0}\left(\vec{x}_{2}\right)}\right|_{\phi_{0}=0},  \tag{4.61}\\
\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{3}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{4}\right)\right\rangle_{q} & =\left.\frac{\delta^{4} W_{q}\left[\phi_{0}\right]}{\delta \phi_{0}\left(\vec{x}_{1}\right) \delta \phi_{0}\left(\vec{x}_{2}\right) \delta \phi_{0}\left(\vec{x}_{3}\right) \delta \phi_{0}\left(\vec{x}_{4}\right)}\right|_{\phi_{0}=0} . \tag{4.62}
\end{align*}
$$

By symmetry argument, the 3-point function vanishes.
Performing the derivatives we find for the 2-point function

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{q}=-\frac{\lambda}{2} T_{1}+\frac{\lambda^{2}}{4} E+\frac{\lambda^{2}}{6} S+\frac{\lambda^{2}}{4} T_{2} \tag{4.63}
\end{equation*}
$$

where we called

$$
\begin{align*}
T_{1} & =\int d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{2}\right) G_{\Delta}\left(x_{1}, x_{1}\right),  \tag{4.64}\\
E & =\int d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{2}\right) G_{\Delta}\left(x_{1}, x_{2}\right)^{2} G_{\Delta}\left(x_{1}, x_{1}\right),  \tag{4.65}\\
S & =\int d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) G_{\Delta}\left(x_{1}, x_{2}\right)^{3} K_{\Delta}\left(z_{2}, \vec{x}_{2}-\vec{y}_{2}\right),  \tag{4.66}\\
T_{2} & =\int d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) G_{\Delta}\left(x_{1}, x_{1}\right) G_{\Delta}\left(x_{1}, x_{2}\right) G_{\Delta}\left(x_{2}, x_{2}\right) K_{\Delta}\left(z_{2}, \vec{x}_{2}-\vec{y}_{2}\right) . \tag{4.67}
\end{align*}
$$

Each of these integrals has an explicit diagrammatic expression given in Figure 4.4, where we see that the names $T_{1}, E, S, T_{2}$ stands for $1-T$ tadpole, $E$ ight, $S$ unset and $2-$ Tadpole.

Similarly, we can compute the 4-point function (4.62), finding

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{3}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{4}\right)\right\rangle_{q}=\frac{\lambda^{2}}{2} B_{1}+\frac{\lambda^{2}}{2} B_{2}+\frac{\lambda^{2}}{2} B_{3}+\frac{\lambda^{2}}{2} B_{4}+\frac{\lambda^{2}}{2} X_{s}+\frac{\lambda^{2}}{2} X_{t}+\frac{\lambda^{2}}{2} X_{u} \tag{4.68}
\end{equation*}
$$



Figure 4.4: Witten diagrams for the loops 2-point function up to order $\lambda^{2}$ in the coupling. where

$$
\begin{align*}
& B_{i}=\int d x_{1} d x_{2} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{i}\right) G_{\Delta}\left(x_{1}, x_{1}\right) G_{\Delta}\left(x_{1}, x_{2}\right) \prod_{j=1, j \neq i}^{4} K_{\Delta}\left(z_{2}, \vec{x}_{2}-\vec{y}_{j}\right), i=1,2,3,4 \\
& X_{s}=\int d x_{1} d x_{2} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{4}\right) G_{\Delta}\left(x_{1}, x_{2}\right)^{2} K_{\Delta}\left(z_{2}, \vec{x}_{2}-\vec{y}_{2}\right) K_{\Delta}\left(z_{2}, \vec{x}_{2}-\vec{y}_{3}\right), \tag{4.69}
\end{align*}
$$

The subscript in $B$ denotes the external leg of the loop, and the $X$ diagram denotes the $s, t, u$ channels. Figure 4.5 shows the Witten diagram for $X_{s}$ and $B_{1}$.

Our goal now is to work on each diagram presented and see the effect of the quantum loops in the holographic correlation function.


Figure 4.5: 4-point function up to one loop.
From now on, we will use the notation,

$$
\begin{equation*}
\int d x=\int_{\epsilon}^{\infty} d z \int d \vec{x} \sqrt{x}, \quad G_{\Delta}(x, y)=G_{\Delta, \kappa}(x, y) \tag{4.71}
\end{equation*}
$$

i.e. denotes the regularised objects.

First, we will work on the 2-point and then the 4 -point functions.

### 4.4.1 2-point function

We have to compute the integrals (4.64), (4.65), (4.66) and (4.67). All these integrals are related to those we studied in section 4.2, and we know they may need regularisation. Indeed, all the loop Witten diagrams for the two-point function will demand IR and UV regularisation.

Writing the regularised 2-point quantum correction in a more suggestive way

$$
\begin{align*}
& T_{1}\left(\kappa, \epsilon, \vec{y}_{1}, \vec{y}_{2}\right)=G_{\Delta, \kappa}(1) \int_{z=\epsilon} d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{2}\right),  \tag{4.72}\\
& E\left(\kappa, \epsilon, \vec{y}_{1}, \vec{y}_{2}\right)=G_{\Delta, \kappa}(1) \int_{z=\epsilon} d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{2}\right) \int d x_{2} G_{\Delta, \kappa}\left(x_{1}, x_{2}\right)^{2},  \tag{4.73}\\
& S\left(\kappa, \epsilon, \vec{y}_{1}, \vec{y}_{2}\right)=\int_{z=\epsilon} d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) \int d x_{2} G_{\Delta, \kappa}\left(x_{1}, x_{2}\right)^{3} K_{\Delta}\left(z_{2}, \vec{x}_{2}-\vec{y}_{2}\right)  \tag{4.74}\\
& T_{2}\left(\kappa, \epsilon, \vec{y}_{1}, \vec{y}_{2}\right)=G_{\Delta, \kappa}(1)^{2} \int_{z=\epsilon} d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) \int_{z=\epsilon} d x_{2} G_{\Delta, \kappa}\left(x_{1}, x_{2}\right) K_{\Delta}\left(z_{2}, \vec{x}_{2}-\vec{y}_{2}\right) . \tag{4.75}
\end{align*}
$$

Let us write each diagram explicitly.

## 1-Tadpole diagram

Using (4.11) in (4.72) we have

$$
\begin{align*}
T_{1}\left(\kappa, \epsilon, \vec{y}_{1}, \vec{y}_{2}\right) & =G_{\Delta, \kappa}(1)\left(\frac{1}{\epsilon^{2 \Delta-d}} \frac{\delta\left(\vec{y}_{1}-\vec{y}_{2}\right)}{2 \Delta-d}+\ldots\right.  \tag{4.76}\\
& \left.-\frac{2 c_{\Delta}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta}}\left(\log \left(\frac{\epsilon}{\left|\overrightarrow{y_{1}}-\overrightarrow{y_{2}}\right|}\right)+\frac{\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)}{2}\right)\right) .
\end{align*}
$$

Notice that this diagram has both IR and UV divergences.

## Eight diagram

Using (4.26) we will have the $D_{\Delta, \Delta}$ integral so we have to use (4.11) as well

$$
\begin{align*}
E\left(\kappa, \epsilon, \vec{y}_{1}, \vec{y}_{2}\right) & =G_{\Delta, \kappa}(1) I_{3} \int_{z=\epsilon} d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{2}\right)  \tag{4.77}\\
& =-G_{\Delta, \kappa}(1) I_{3}\left(\frac{1}{\epsilon^{2 \Delta-d}} \frac{\delta\left(\vec{y}_{1}-\vec{y}_{2}\right)}{2 \Delta-d}+\ldots\right. \\
& \left.-\frac{2 c_{\Delta}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta}}\left(\log \left(\frac{\epsilon}{\left|\vec{y}_{1}-\vec{y}_{2}\right|}\right)+\frac{\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)}{2}\right)\right) .
\end{align*}
$$

## The Sunset diagram

In this case we use (4.24) which will leave the $D_{\Delta, \Delta}$, therefore we use (4.11)

$$
\begin{aligned}
S\left(\kappa, \epsilon, \vec{y}_{1}, \vec{y}_{2}\right) & =c_{3} \int_{z=\epsilon} d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{2}\right) \\
& =c_{3}\left(\frac{1}{\epsilon^{2 \Delta-d}} \frac{\delta\left(\vec{y}_{1}-\vec{y}_{2}\right)}{2 \Delta-d}+\ldots\right. \\
& \left.-\frac{2 c_{\Delta}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{\Delta \Delta}}\left(\log \left(\frac{\epsilon}{\left|\vec{y}_{1}-\vec{y}_{2}\right|}\right)+\frac{\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)}{2}\right)\right) .
\end{aligned}
$$

Despite the notation, $c_{3}$ and $c_{\Delta}$ are not related. The constant $c_{3}$ is defined in (4.24) and $c_{\Delta}$ is defined in (3.35).

## The double tadpole

Here we have to notice that there is a double IR divergence. First, working the $x_{2}$ integral that corresponds to a $G K$ integral given by (4.18)

$$
\begin{align*}
T_{2}\left(\kappa, \epsilon, \vec{y}_{1}, \vec{y}_{2}\right) & =-\frac{G_{\Delta, \kappa}^{2}(1)}{2 \Delta-d} \int_{z=\epsilon} d x_{1} K_{\Delta}\left(z, \vec{x}_{1}-\vec{y}_{1}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{2}\right)\left[\log \left(\frac{\epsilon z}{z_{1}^{2}+\left(\vec{x}_{1}-\vec{y}_{2}\right)^{2}}\right)\right.  \tag{4.78}\\
& \left.+\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right] .
\end{align*}
$$

This integral is given by (4.34), so the double tadpole diagram is

$$
\begin{align*}
T_{2}\left(\kappa, \epsilon, \vec{y}_{1}, \vec{y}_{2}\right)= & G_{\Delta, \kappa}(1)^{2} \frac{\epsilon^{d-2 \Delta} \delta\left(\vec{y}_{1}-\vec{y}_{2}\right)}{(2 \Delta-d)^{3}}+\ldots+\frac{2 c_{\Delta}}{2 \Delta-d} \frac{G_{\Delta, \kappa}(1)^{2}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta}}\left[\log \left(\frac{\epsilon}{\left|\vec{y}_{1}-\vec{y}_{2}\right|}\right)^{2}+\right.  \tag{4.79}\\
& \log \left(\frac{\epsilon}{\left.\mid \overrightarrow{y_{1}-\overrightarrow{y_{2}} \mid}\right)\left[\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right]+\frac{1}{4}\left[\psi^{(1)}\left(\Delta-\psi^{(1)}\left(\Delta-\frac{d}{2}\right)\right]\right.}\right. \\
& \left.+\frac{1}{4}\left[\psi\left(\Delta-\psi(\Delta)-\frac{d}{2}\right)\right]^{2}\right]
\end{align*}
$$

## Summing and renormalisation

So far, we have computed the loop Witten diagram for the two-point function. Generally, each diagram has the tree-level 2-point function structure times a logarithm. Because of the presence of the logarithm, we see that each loop diagram does not correspond to a CFT 2-point function, nor does the sum of the loop Witten diagram. However, to understand the existence of the logarithmic term in the quantum diagrams, we must remember that the leading term corresponds to the tree-level computation done in section 3.2 and that the loop Witten diagram corresponds to correction to the tree-level computation.

Explicitly this means that the 2-point function up to $\lambda^{2}$ is given by

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle=\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{\text {tree }}-\frac{\lambda}{2} T_{1}+\lambda^{2}\left(\frac{1}{4} E+\frac{1}{6} S+\frac{1}{4} T_{2}\right), \tag{4.80}
\end{equation*}
$$

which is diagrammatically given by Figure4.6

Just as a matter of introduction, we will first work to order $\lambda$. The order $\lambda^{2}$ is analogous.


Figure 4.6: Witten diagram for the 2-point function up to two loops

## Two-point function up to order $\lambda$

We now study the 1-loop correction to the 2-point function. For this purpose, we split the problem by considering the non-local part, which gives the correlation functions, and the local part, which corresponds to the IR divergent terms.

Let us start with the non-local part. The regularised 2-point function (4.80) up to order $\lambda$ is given by

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{\text {reg }}^{\text {non-local }}=-\frac{(2 \Delta-d) c_{\Delta}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{\Delta \Delta}}-\left.\frac{\lambda}{2} T_{1}\right|_{\text {non-local }} . \tag{4.81}
\end{equation*}
$$

Where we made explicit the non-local part obtained from the tree-level computation, and for the quantum correction, we must consider the non-local term. The role of the local IR divergent term in (4.11) will soon become apparent.

Writing explicitly the 1-tadpole diagram (4.76) we will have

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{\text {reg }}^{\text {non-local }}=-\frac{(2 \Delta-d) c_{\Delta}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta}}\left(1+2 \lambda \gamma_{1}\left(\log \left(\frac{\epsilon}{\left|\overrightarrow{y_{1}}-\overrightarrow{y_{2}}\right|}\right)+\frac{\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)}{2}\right)\right) \tag{4.82}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
\gamma_{1} \equiv \frac{G_{\Delta, \kappa}(1)}{2(2 \Delta-d)} \tag{4.83}
\end{equation*}
$$

which is divergent in the limit of $\kappa \rightarrow 0$. The form of this 2-point function is full of divergences. On one side, we have a UV divergent term in $\gamma_{1}$ and IR divergent pieces given by $\epsilon$.

To have a well-defined bulk theory, we must renormalize the UV divergences. To do this, we will understand the mass as a bare parameter, such that

$$
\begin{equation*}
m^{2}=m_{s}^{2}+\delta_{m}, \quad \delta_{m}=a_{1} \lambda+a_{2} \lambda^{2}+\ldots \tag{4.84}
\end{equation*}
$$

Where $\delta_{m}$ is the mass counterterm. Rather than working with the mass, it is better to use the conformal dimension

$$
\begin{equation*}
\Delta=\Delta_{s}+\lambda \frac{a_{1}}{2 \Delta_{s}-d}+\mathcal{O}\left(\lambda^{2}\right) \tag{4.85}
\end{equation*}
$$

The mass counterterm can be seen as an interaction, which will give the following term to the action

$$
\begin{equation*}
S_{U V, c t}=\int_{z=\epsilon} d x \delta_{m} \Phi_{c l}^{2} \tag{4.86}
\end{equation*}
$$

Taking two derivatives with respect to the source $\phi_{0}$

$$
\begin{align*}
\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{\text {UV ct }}^{\text {non-local }} & =\delta_{m} \int_{z=\epsilon} d x K_{\Delta}(z, \vec{x}-\vec{y}) K_{\Delta}\left(z, \vec{x}-\vec{y}_{2}\right)  \tag{4.87}\\
& =-\frac{2 \delta_{m} c_{\Delta}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta}}\left[\log \left(\frac{\epsilon}{\left|\overrightarrow{y_{1}}-\overrightarrow{y_{2}}\right|}\right)+\frac{\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)}{2}\right] .
\end{align*}
$$

Adding the counterterm, the non-local part of the regularised 2-point function with
the UV counterterm is

$$
\begin{align*}
& \left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{\text {reg,UV ct }}^{\text {non-local }}=-\frac{(2 \Delta-d) c_{\Delta}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta}}-\left.\frac{\lambda}{2} T_{1}\right|_{\text {non-local }}+\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{\mathrm{UV}, \mathrm{ct}}  \tag{4.88}\\
& =-\frac{(2 \Delta-d) c_{\Delta}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta}}\left(1+2 \lambda\left(\gamma_{1}+\frac{a_{1}}{2 \Delta-d}\right) \log \left(\frac{\epsilon}{\left|\vec{y}_{1}-\vec{y}_{2}\right|}+\frac{\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)}{2}\right)\right) .
\end{align*}
$$

Diagrammatically is shown in Figure 4.7


Figure 4.7: Witten diagram for the 2-point function up to one loop with UV counterterm

At this point, we are in a position to renormalise the UV divergence. This is done by adequately choosing $a_{1}$.

Usually, in standard QFT, the renormalisation scheme is given by defining the value of the mass at some energy scale. In the current computation, we should know the conformal theory that lives in the boundary of a $\Phi^{4}$ theory in the bulk. So far, we do not have this information and it goes beyond this work's scope.

However, as we can choose the renormalisation scheme, we can choose $a_{1}$ to cancel the divergent part of $\gamma_{1}$, or the total value of $\gamma_{1}$. The more straightforward solution corresponds to choosing $a_{1}$, which contains the total value of $\gamma_{1}$ and then we will be left with the original conformal dimension and quantum fluctuation has no effect.

We will choose $a_{1}$ such that it cancels only the purely divergent piece of $\gamma_{1}$. In standard QFT, this is the minimal subtraction scheme and corresponds to

$$
\begin{equation*}
a_{1}=\frac{1}{2} \operatorname{div}\left[G_{\Delta, \kappa}(1)\right] . \tag{4.89}
\end{equation*}
$$

Furthermore, we leave only the convergent part of $G_{\Delta, \kappa}(1)$. Thus, we define the renormalised conformal dimension as

$$
\begin{equation*}
\Delta_{r}=\lim _{\kappa \rightarrow 0}\left[\Delta_{s}+\frac{\lambda}{2} \operatorname{conv}\left[G_{\Delta, \kappa}(1)\right]\right] \tag{4.90}
\end{equation*}
$$

Defining the renormalised anomalous dimension as

$$
\begin{equation*}
\gamma_{1, r}=\lim _{\kappa \rightarrow 0}\left[\frac{\operatorname{conv}\left(G_{\Delta, \kappa}(1)\right)}{2(2 \Delta-d)}\right] \tag{4.91}
\end{equation*}
$$

which is finite by construction. So the 2-point function at 1-loop correction is

$$
\begin{align*}
&\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{\mathrm{UV} \text { ren }}^{\text {non-local }} \\
&=-\frac{(2 \Delta-d) c_{\Delta}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta}}\left(1+2 \gamma_{1, r} \log \left(\frac{\epsilon}{\left|\vec{y}_{1}-\vec{y}_{2}\right|}+\frac{\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)}{2}\right)\right) \\
&=\frac{\left(2 \Delta_{r}-d\right) c_{\Delta_{r}}}{\left|\vec{y}_{1}-\overrightarrow{y_{2}}\right|^{2 \Delta_{r}}} \epsilon^{\gamma_{1, r}} . \tag{4.92}
\end{align*}
$$

We have two issues: On the first hand, on the r.h.s, we have to remove the IR regulator. On the other hand, comparing both sides of the equation, we notice that the l.h.s, we have operators of dimension $\Delta$ and, keeping aside the $\epsilon$ factor, the r.h.s corresponds to the 2-point function for operators with conformal dimension $\Delta_{r}$. Both problems, the IR regulator and the mismatch among the conformal dimensions are two sides of the same coin.

To obtain the loop diagram, we used the bare source, which has conformal dimension $d-\Delta$. After renormalization, the operator has conformal dimension $\Delta_{r}$. As we changed the conformal dimension, the problem tells us that we took derivatives with respect to the wrong source $\phi_{0}$. The way to deal with this is by doing the equivalent to wavefunction renormalisation, but the renormalisation has to deal with the IR divergence.

So, defining

$$
\begin{equation*}
\phi_{0}=\sqrt{Z_{\Phi}} \phi_{0}^{(r)} \tag{4.93}
\end{equation*}
$$

where $\phi_{0}^{(r)}$ is the renormalised source. Then the correlation function are related by

$$
\begin{align*}
\frac{\delta W\left[\phi_{0}\right]}{\delta \phi_{0}\left(\overrightarrow{y_{1}}\right) \delta \phi_{0}\left(\vec{y}_{2}\right)} & =\frac{1}{Z_{\phi}} \frac{\delta W\left[\phi_{0}\right]}{\delta \phi_{0}^{(r)}\left(\vec{y}_{1}\right) \delta \phi_{0}^{(r)}\left(\vec{y}_{2}\right)}  \tag{4.94}\\
& =\frac{\left(2 \Delta_{r}-d\right) c_{\Delta_{r}}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta_{r}}} \epsilon^{\gamma_{1, r}} \tag{4.95}
\end{align*}
$$

so choosing $Z_{\Phi}=\epsilon^{-\frac{\gamma_{1, r}}{2}}$ we will have the correct two-point function

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta_{r}}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta_{r}}\left(\vec{y}_{2}\right)\right\rangle^{\text {non-local }}=\frac{\left(2 \Delta_{r}-d\right) c_{\Delta_{r}}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta_{r}}} \tag{4.96}
\end{equation*}
$$

which is fully consistent and has exactly the form of the 2-point function.
Even though we have obtained the renormalised correlation function, we have to understand the role of the IR divergent parts of the (4.11) integral. By looking at the regularised action (3.25) and taking two derivatives with respect to the source $\phi_{0}$, we will find

$$
\begin{equation*}
\frac{\delta S_{r e g}}{\delta \phi_{0}\left(\vec{y}_{1}\right) \delta \phi_{0}\left(\vec{y}_{2}\right)}=(\Delta-d) \delta\left(\vec{y}_{1}-\vec{y}_{2}\right) \epsilon^{d-2 \Delta}+\ldots \tag{4.97}
\end{equation*}
$$

which has the same structure as the divergent piece of (4.11).

The local part of the correlation function up to 1-loop with the mass counterterm corresponds to

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle^{\text {local }}=\epsilon^{d-2 \Delta}\left((d-\Delta)-\lambda \frac{G_{\Delta, \kappa}(1)}{2(2 \Delta-d)}-\lambda \frac{2 \delta_{m}}{2 \Delta-d}\right) \delta\left(\vec{y}_{1}-\vec{y}_{2}\right)+\ldots \tag{4.98}
\end{equation*}
$$

in the bracket, the first term comes from the classical computation, the second term from the loop, and the third is the mass counterterm. It exactly agrees with the non-local computation. We choose $\delta_{m}=a_{1} \lambda$, such that cancel the UV divergent part of $G_{\Delta, \kappa}(1)$. Doing so and using the renormalised conformal dimensions (4.90) we have

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle^{\text {local }}=\epsilon^{d-2 \Delta}\left(d-\Delta_{r}\right) \delta\left(\vec{y}_{1}-\vec{y}_{2}\right)+\ldots \tag{4.99}
\end{equation*}
$$

Again we find a mismatch between both sides of the equality. Source renormalisation solves this, and we have

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta_{r}}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta_{r}}\left(\vec{y}_{2}\right)\right\rangle^{\text {local }}=\epsilon^{d-2 \Delta_{r}}\left(d-\Delta_{r}\right) \delta\left(\vec{y}_{1}-\vec{y}_{2}\right)+\ldots \tag{4.100}
\end{equation*}
$$

From holographic renormalisation, all local terms are cancelled by the local boundary counterterm

## Two-point function up order $\lambda^{2}$

Going to two-loops, the procedure is similar to the 1-loop computation, so we will skip some details.

The 2-point function is given by (4.80). Similarly, as we did for the 1-loop computation, we first focus on the non-local part,

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{\text {reg }}^{\text {non-local }}=-\frac{(2 \Delta-d) c_{\Delta}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta}}-\frac{\lambda}{2} T_{1}+\lambda^{2}\left(\frac{1}{4} E+\frac{1}{6} S+\frac{1}{4} T_{2}\right) . \tag{4.101}
\end{equation*}
$$

The diagram is shown in Figure 4.6. The way to deal with this problem is exactly as was
done for the 1-loop problem, but now we have

$$
\begin{gather*}
\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{\text {reg }}^{\text {non-local }}=-\frac{(2 \Delta-d) c_{\Delta}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta}}\left(1+2 \lambda\left(\gamma_{1}-\lambda \gamma_{2}\right)\left(\log \left(\frac{\epsilon}{\left|\vec{y}_{1}-\vec{y}_{2}\right|}\right)\right.\right.  \tag{4.102}\\
\left.\quad+\frac{\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)}{2}\right)-2 \lambda^{2} \bar{\gamma}_{2}\left[\log \left(\frac{\epsilon}{\left|\overrightarrow{y_{1}}-\vec{y}_{2}\right|}\right)^{2}\right. \\
\left.\left.\quad+\frac{\psi^{(1)}(\Delta)-\psi^{(1)}\left(\Delta-\frac{d}{2}\right)}{4}+\frac{\left(\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right)^{2}}{4}\right]\right)
\end{gather*}
$$

where we called

$$
\begin{align*}
\gamma_{1} & =\frac{G_{\Delta, \kappa}(1)}{2(2 \Delta-d)}  \tag{4.103}\\
\gamma_{2} & =-\frac{c_{3}}{6(2 \Delta-d)}-\frac{G_{\Delta, \kappa}(1)}{4(2 \Delta-d)}+\frac{G_{\Delta, \kappa}(1) I_{3}}{4(2 \Delta-d)^{2}}  \tag{4.104}\\
\bar{\gamma}_{2} & =\frac{G_{\Delta, \kappa}(1)^{2}}{4(2 \Delta-d)^{2}} \tag{4.105}
\end{align*}
$$

We may notice that $\gamma_{1}^{2}=\bar{\gamma}_{2}$. Defining

$$
\begin{equation*}
\gamma=\gamma_{1}+\lambda \gamma_{2} \tag{4.106}
\end{equation*}
$$

and using $\gamma^{2}=\bar{\gamma}_{2}+\mathcal{O}(\lambda)$ we may write,

$$
\begin{gathered}
\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{\text {reg }}^{\text {non-local }}=-\frac{(2 \Delta-d) c_{\Delta}}{\left|\vec{y}_{1}-\overrightarrow{y_{2}}\right|^{2 \Delta}}\left(1+2 \lambda \gamma\left(\log \left(\frac{\epsilon}{\left|\vec{y}_{1}-\overrightarrow{y_{2}}\right|}\right)+\frac{\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)}{2}\right)\right. \\
\left.-2 \lambda^{2} \gamma^{2}\left[\log \left(\frac{\epsilon}{\left|\overrightarrow{y_{1}}-\overrightarrow{y_{2}}\right|}\right)^{2}+\frac{\psi^{(1)}(\Delta)-\psi^{(1)}\left(\Delta-\frac{d}{2}\right)}{4}+\frac{\left(\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right)^{2}}{4}\right]\right)
\end{gathered}
$$

This has the same structure of (4.82), but now it considers corrections up to the second order in the coupling. Following precisely the same steps, we must understand the mass as a bare parameter such that $m^{2}=m_{s}^{2}+\delta_{m}$, with $\delta_{m}=a_{1} \lambda+a_{2} \lambda^{2}$ is the mass counterterm,

At the level of the action, the mass redefinition leads to new action on the path
integral

$$
\begin{equation*}
S_{U V, c t}=\int_{z=\epsilon} d x \delta_{m} \Phi^{2} \tag{4.107}
\end{equation*}
$$

which is the UV counterterm action.

Now we proceed exactly as at the beginning of this section. We consider the field to be composed of a classical field that solves the equation of the motion with mass $m_{s}^{2}$ and a quantum fluctuation. Consider the UV counterterm as an interaction rather than part of the kernel. Following the holographic dictionary, we will find the UV counterterm two-point function

$$
\begin{aligned}
& \left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{U V c t}^{\text {non-local }}=-\delta_{m} \int_{z=\epsilon} d x K_{\Delta}\left(z, \vec{x}-\vec{y}_{1}\right) K_{\Delta}\left(z, \vec{x}-\vec{y}_{2}\right) \\
& \quad+\lambda \delta_{m} G_{\Delta, \kappa}(1) \int_{z=\epsilon} d x_{1} d x_{2} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) G_{\Delta}\left(x_{1}, x_{2}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{2}\right) \\
& \quad+\delta_{m}^{2} \int d x_{1} d x_{2} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) G_{\Delta}\left(x_{1}, x_{2}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{2}\right)
\end{aligned}
$$

Through the integrals (4.11) and (4.34), we notice that $\delta_{m}$ will sum to the correlation function (4.102).

So, we define the regularised plus UV counterterm correlation function as

$$
\begin{align*}
& \left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{r e g, U V c t}^{\text {non-local }}=\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{r e g}^{\text {non-local }}+\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{U V c t}^{\text {non-local }}  \tag{4.108}\\
& =-\frac{(2 \Delta-d) c_{\Delta}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta}}\left(1+\left(2 \lambda \gamma+\frac{2 a_{1}}{2 \Delta-d} \lambda+\frac{2 a_{2}}{2 \Delta-d} \lambda^{2}\right)\left(\log \left(\frac{\epsilon}{\left|\vec{y}_{1}-\vec{y}_{2}\right|}\right)\right.\right. \\
& \left.\frac{\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)}{2}\right)-\left(2 \lambda^{2} \gamma^{2}-a_{1} \lambda^{2} \frac{G_{\Delta, \kappa}(1)}{2 \Delta-d}-\frac{a_{1}^{2} \lambda^{2}}{2 \Delta-d}\right)\left[\log \left(\frac{\epsilon}{\left|\vec{y}_{1}-\vec{y}_{2}\right|}\right)^{2}\right. \\
& \left.+\frac{\psi^{(1)}(\Delta)-\psi^{(1)}\left(\Delta-\frac{d}{2}\right)}{4}+\frac{\left(\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right)^{2}}{4}\right)
\end{align*}
$$

To renormalize the UV theory means to find $a_{1}$ and $a_{2}$. Having renormalized, the 1loop correction immediately fixes the $a_{1}$ counterterm. On the other hand, $a_{2}$ cancels the
divergent term of $\gamma_{2}$. Then we have a UV finite theory. So defining

$$
\begin{equation*}
\gamma^{(r)}=\gamma_{1}^{(r)}+\lambda \gamma_{2}^{(r)} \tag{4.109}
\end{equation*}
$$

we will have the equivalent of (4.92), but now up to two-loops

$$
\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{y}_{2}\right)\right\rangle_{\mathrm{UV} \text { ren }}^{\text {non-local }}=\frac{\left(2 \Delta_{r}-d\right) c_{\Delta_{r}}}{\left|\vec{y}_{1}-\vec{y}_{2}\right|^{2 \Delta_{r}}} \epsilon^{\gamma_{1, r}},
$$

where,

$$
\begin{equation*}
\Delta_{r}=\lim _{\kappa \rightarrow 0}\left[\Delta_{s}+\lambda \gamma^{(r)}\right] . \tag{4.110}
\end{equation*}
$$

Having found $\gamma^{(r)}$, we may claim that the UV problem is solved. We are still left with the IR regulator and the mismatch between conformal dimensions. These problems are solved by source renormalisation.

The renormalisation of the boundary terms proceeds precisely as the 1-loop problem. This is through local boundary counterterms with renormalized conformal dimensions.

### 4.4.2 4-point function

Following the same procedure dictated by (4.62) we have for the 4 -point function up to order $\lambda^{2}$ the exchange diagram and the tadpole diagram. We will start with the former and then work on the exchange diagram.

## Tadpole

For simplicity, we will work on the tadpole diagram with the loop in one leg. The other tadpole diagrams in the 4-point function are equivalent.

The tadpole diagram is given by

$$
\begin{equation*}
B_{1}=\int d x_{1} d x_{2} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) G_{\Delta}(1) G_{\Delta}\left(x_{1}, x_{2}\right) \prod_{j=2}^{4} K_{\Delta}\left(z_{2}, \vec{x}_{2}-\vec{y}_{j}\right) \tag{4.111}
\end{equation*}
$$

It is easy to check that the presence of the bulk-to-bulk propagator at coincident points demands UV regularisation. Also, we may notice that the $x_{1}$ integral corresponds to a $K G$ integral, so it needs IR regularisation. The regularised $K G$ integral is given by (4.18). Then the tadpole in the 4 -point function is,

$$
\begin{equation*}
B_{1}\left(\epsilon, \vec{y}_{i}\right)=-\frac{G_{\Delta, \kappa}(1)}{2 \Delta-d} \int d x \prod_{j=1}^{4} K_{\Delta}\left(z, \vec{x}-\vec{y}_{j}\right)\left[\log \left(\frac{\epsilon z}{z^{2}+\left(\vec{x}-\vec{y}_{1}\right)^{2}}\right)+\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right] \tag{4.112}
\end{equation*}
$$

It becomes evident that the tadpole in the 4-point function correlation function is IR divergent and UV divergent. This also happens on each 2-point function finding that renormalises the mass. Then we may expect that this diagram gives corrections to the mass.

Using (3.53) we have,

$$
\begin{align*}
B_{1}\left(\epsilon, \vec{y}_{i}\right) & =-\frac{G_{\Delta, \kappa}(1)}{2 \Delta-d} \int d x\left[\prod_{j=1}^{4} K_{\Delta}\left(z, \vec{x}-\vec{y}_{j}\right) \log \left(\frac{\epsilon z}{z^{2}+\left(\vec{x}-\vec{y}_{1}\right)^{2}}\right)\right]  \tag{4.113}\\
& -\left(\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right) \frac{G_{\Delta, \kappa}(1)}{2 \Delta-d} D_{\Delta \Delta \Delta \Delta}\left(\vec{y}_{1}, \vec{y}_{2}, \vec{y}_{3}, \vec{y}_{4}\right)
\end{align*}
$$

As we already know, this diagram may correct the mass. Let us consider the tree-level result plus the 4-point tadpole diagram,

$$
\begin{equation*}
\left\langle\prod_{i=1}^{4} \mathcal{O}_{\Delta}\left(\vec{y}_{i}\right)\right\rangle_{1, \text { reg }}=\left\langle\mathcal{O}_{\Delta}\left(\vec{y}_{1}\right) \ldots \mathcal{O}_{\Delta}\left(\vec{y}_{1}\right)\right\rangle_{\text {tree }}+\frac{\lambda^{2}}{2} B_{1} \tag{4.114}
\end{equation*}
$$

The subscript 1 denotes that the tadpole is in the leg that connects the point boundary point $\vec{y}_{1}$ to the bulk. The Witten diagram is given in Figure 4.8.


Figure 4.8: The tadpole correction to the 4-point function

Using the tree level result for the 4-point function (3.52) and reorganising the terms,

$$
\begin{align*}
\left\langle\prod_{i=1}^{4} \mathcal{O}_{\Delta}\left(\vec{y}_{i}\right)\right\rangle_{1, \text { reg }} & =\lambda \int \prod_{j=1}^{4} K_{\Delta}\left(z, \vec{x}-\vec{y}_{j}\right)\left(1-\lambda \frac{G_{\Delta, \kappa}(1)}{\cdot 2(2 \Delta-d)}\left[\log \left(\frac{\epsilon z}{z^{2}+\left(\vec{x}-\vec{y}_{1}\right)^{2}}\right)\right.\right. \\
& \left.\left.+\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right]\right) . \tag{4.115}
\end{align*}
$$

The term in brackets has the same form as the expansion of the two-point function up to one loop, but here we have more bulk-to-boundary propagators. Let us write the former equation in a known way,

$$
\begin{align*}
\left\langle\prod_{i=1}^{4} \mathcal{O}_{\Delta}\left(\vec{y}_{i}\right)\right\rangle_{1, \text { reg }} & =\lambda \int \prod_{j=1}^{4} K_{\Delta}\left(z, \vec{x}-\vec{y}_{j}\right)\left(1-\lambda \gamma_{1}\left[\log \left(\frac{\epsilon z}{z^{2}+\left(\vec{x}-\vec{y}_{1}\right)^{2}}\right)\right.\right.  \tag{4.116}\\
& \left.\left.+\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right]\right)
\end{align*}
$$

with $\gamma_{1}$ defined as was defined in the 2-point function analysis,

$$
\begin{equation*}
\gamma_{1}=\frac{G_{\Delta, \kappa}(1)}{2(2 \Delta-d)} \tag{4.117}
\end{equation*}
$$

As $\gamma_{1}$ is UV divergent, we need to add the counterterm to cancel the divergence. The mass counterterm does this job. Therefore, we shall follow exactly the steps done for the

2-point function. Understanding the mass as a bare parameter, such that $m^{2}=m_{s}^{2}+\delta_{m}$, where the counterterm $\delta_{m}$ leads to the new interaction to the action given by the UV counterterm action,

$$
\begin{equation*}
S_{U V c t}=\delta_{m} \int d x \Phi, \delta_{m}=a_{1} \lambda+\ldots \tag{4.118}
\end{equation*}
$$

In an identical procedure, we will find that the counterterm action will add a UV counterterm 4-point function,

$$
\begin{equation*}
\left\langle\prod_{i=1}^{4} \mathcal{O}_{\Delta}\left(\vec{y}_{i}\right)\right\rangle_{1, U V c t}=\lambda \delta_{m} \int d x_{1} d x_{2} G\left(x_{1}, x_{2}\right) \prod_{i=1}^{4} K_{\Delta}\left(z_{2}, \vec{x}_{2}-\vec{y}_{i}\right) \tag{4.119}
\end{equation*}
$$

up to a constant, this integral is given by (4.116). Then, considering the regularised 4-point function plus the UV counterterm 4-point function we have,

$$
\begin{align*}
\left\langle\prod_{i=1}^{4} \mathcal{O}_{\Delta}\left(\vec{y}_{i}\right)\right\rangle_{1, \text { reg, UV ct }} & =\left\langle\prod_{i=1}^{4} \mathcal{O}_{\Delta}\left(\vec{y}_{i}\right)\right\rangle_{1, \text { reg }}+\left\langle\prod_{i=1}^{4} \mathcal{O}_{\Delta}\left(\vec{y}_{i}\right)\right\rangle_{1, U V c t}  \tag{4.120}\\
& =\lambda \int d x\left[\prod_{j=1}^{4} K_{\Delta}\left(z, \vec{x}-\vec{y}_{j}\right)\left(1-\lambda\left(\gamma_{1}+\frac{a_{1}}{2 \Delta-d}\right)\right)\right. \\
& {\left.\left[\log \left(\frac{\epsilon z}{z^{2}+\left(\vec{x}-\vec{y}_{1}\right)^{2}}\right)+\psi(\Delta)-\psi\left(\Delta-\frac{d}{2}\right)\right]\right] }
\end{align*}
$$

In the minimal subtraction scheme, we will define $a_{1}$ to cancel the purely divergent term of $\gamma_{1}$. This means,

$$
\begin{equation*}
a_{1}=-\operatorname{div}\left(\gamma_{1}\right)=-\frac{1}{2} \operatorname{div}\left[G_{\Delta}(1)\right] \tag{4.121}
\end{equation*}
$$

which is exactly the counterterm found in the 2-point function renormalisation.

Defining the renormalised conformal dimension as

$$
\begin{equation*}
\Delta_{r}=\lim _{\kappa \rightarrow 0}\left[\Delta_{s}+\frac{\lambda}{2} \operatorname{conv}\left[G_{\Delta, \kappa}(1)\right]\right], \quad \gamma_{1, r}=\lim _{\kappa \rightarrow 0} \operatorname{conv}\left[\frac{G_{\Delta, \kappa}(1)}{2(2 \Delta-d)}\right] \tag{4.122}
\end{equation*}
$$

we will have,

$$
\begin{equation*}
\left\langle\prod_{i=1}^{4} \mathcal{O}_{\Delta}\left(\vec{y}_{i}\right)\right\rangle_{1, r e n}=\lambda \int K_{\Delta_{r}}\left(z, \vec{x}-\vec{y}_{1}\right) \prod_{j=2}^{4} K_{\Delta}\left(z, \vec{x}-\vec{y}_{j}\right) \epsilon^{-\lambda \gamma_{1, r}} . \tag{4.123}
\end{equation*}
$$

The $\epsilon$ regulator is removed by source renormalisation. The source that needs renormalisation is the one that gives the operator at the point $\vec{y}_{1}$ because $\gamma_{1, r}$ depends on the conformal dimension of the operator at this point. With the renormalised source, both sides of the equality hold and the 4-point function is consistent with the expected result.

Generalising the procedure to loops on the other legs leads to the same conclusion.
So the tadpole diagram in the 4-point function renormalises the mass. Even more, just renormalising the 2-point function up to 1-loop, we will immediately renormalise the tadpole diagram in the 4-point function.

## The exchange diagram

There are three exchange diagrams, one for each channel. We will study the diagram shown in Figure 4.5 for simplicity. We shall consider the three diagrams to study the renormalisation of this diagram. However, for simplicity, we will work on one channel only, and the other will follow by doing permutations of the boundary points $\vec{y}$.

Let us consider the exchange diagram given by

$$
\begin{equation*}
X_{s}=\int d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{2}\right) \int d x_{2} K_{\Delta}\left(z_{2}, \vec{x}_{2}-\vec{y}_{3}\right) K_{\Delta}\left(z_{2}, \vec{x}_{2}-\vec{y}_{4}\right) G\left(x_{2}, x_{1}\right)^{2} \tag{4.124}
\end{equation*}
$$

the $x_{2}$ integral is exactly the one that worked in the section 4.2 . Keeping in mind that
$\alpha_{1}$ can be UV divergent, we consider the regularised version of $\alpha_{1}$, which is given by,

$$
\begin{align*}
& \alpha_{i}(\kappa)=(-1)^{i}(d-1) \frac{(\Delta)_{i}(\Delta)_{i}(d)_{i}}{(2)_{i} i!} \frac{\Gamma\left(2 \Delta-\frac{d}{2}+1+i\right)}{\Gamma\left(\Delta+\frac{3}{2}+i\right) \Gamma(\Delta+1+i)}\left(\frac{1}{1+\kappa}\right)^{2 \Delta+2 i+2}  \tag{4.125}\\
&{ }_{4} F_{3}\left(2 \Delta-\frac{d}{2}+1+i, 1,1, d+i ; \Delta+\frac{3}{2}+i, \Delta+i+1,2+i,\left(\frac{1}{1+\kappa}\right)^{2}\right) .
\end{align*}
$$

Just quoting the result, we will have,

$$
\begin{align*}
& X_{s}=\pi^{\frac{d+1}{2}}\left(\frac{2^{-2 \Delta} c_{\Delta}}{2 \Delta-d}\right)^{2} \int d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{2}\right)  \tag{4.126}\\
& \quad K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{3}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{4}\right) \sum_{i=0}^{\infty}\left(\frac{z_{1}}{z_{1}^{2}+\left(\vec{x}_{1}-\vec{y}_{3}\right)^{2}} \frac{z_{1}}{z_{1}^{2}+\left(\vec{x}_{1}-\vec{y}_{4}\right)^{2}}\left|\vec{y}_{34}\right|^{2}\right)^{i}\left[\alpha_{i}(\kappa)\right. \\
& \left.\quad+\beta_{i}+\sigma_{i} \log \left[\frac{z}{z^{2}+\left(\vec{x}-\vec{y}_{3}\right)^{2}} \frac{z_{1}}{z_{1}^{2}+\left(\vec{x}_{1}-\vec{y}_{4}\right)^{2}}\left|\vec{y}_{34}\right|^{2}\right]\right]
\end{align*}
$$

The first term of the series is proportional to a product of two bulk-to-boundary propagator. Arranging,

$$
\begin{align*}
X_{s} & =\pi^{\frac{d+1}{2}}\left(\frac{2^{-2 \Delta} c_{\Delta}^{2}}{2 \Delta-d}\right)^{2} \sum_{i=0}^{\infty} \frac{\left|\vec{y}_{34}\right|^{2 i}}{c_{\Delta+i}^{2}} \int d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{2}\right) \\
& K_{\Delta+i}\left(z_{1}, \vec{x}_{1}-\vec{y}_{3}\right) K_{\Delta+i}\left(z_{1}, \vec{x}_{1}-\vec{y}_{4}\right)\left[\alpha_{i}(\kappa)+\beta_{i}\right. \\
& \left.+\sigma_{i} \log \left[\frac{z}{z^{2}+\left(\vec{x}-\vec{y}_{3}\right)^{2}} \frac{z_{1}}{z_{1}^{2}+\left(\vec{x}_{1}-\vec{y}_{4}\right)^{2}}\left|\vec{y}_{34}\right|^{2}\right]\right] \\
& =\pi^{\frac{d+1}{2}}\left(\frac{2^{-2 \Delta} c_{\Delta}^{2}}{2 \Delta-d}\right)^{2} \sum_{i=0}^{\infty} \frac{\left|\vec{y}_{34}\right|^{2 i}}{c_{\Delta+i}^{2}}\left[D_{\Delta \Delta, \Delta+i, \Delta+i}\left(\vec{y}_{1}, \vec{y}_{2}, \vec{y}_{3}, \vec{y}_{4}\right)\left[\alpha_{i}(\kappa)+\beta_{i}\right]\right.  \tag{4.127}\\
& +\int d x_{1} K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{1}\right) K_{\Delta}\left(z_{1}, \vec{x}_{1}-\vec{y}_{2}\right) K_{\Delta+i}\left(z_{1}, \vec{x}_{1}-\vec{y}_{3}\right) \\
& \left.\times K_{\Delta+i}\left(z_{1}, \vec{x}_{1}-\vec{y}_{4}\right) \sigma_{i} \log \left[\frac{z}{z^{2}+\left(\vec{x}-\vec{y}_{3}\right)^{2}} \frac{z_{1}}{z_{1}^{2}+\left(\vec{x}_{1}-\vec{y}_{4}\right)^{2}}\left|\vec{y}_{34}\right|^{2}\right]\right] . \text { nonumber } \tag{4.128}
\end{align*}
$$

To work on the renormalisation problem, we must also consider tree-level computation. We will keep just the UV divergent piece of $X$ given by the $\alpha_{i}$ coefficient to do that. The

|  | $a_{0}(\kappa)$ | $a_{1}(\kappa)$ | $a_{2}(\kappa)$ | $a_{3}(\kappa)$ |
| :---: | :---: | :---: | :---: | :---: |
| $d=2$ | Convergent | Convergent | Convergent | Convergent |
| $d=3,4$ | Divergent | Convergent | Convergent | Convergent |
| $d=5,6$ | Divergent | Divergent | Convergent | Convergent |
| $d \geq 7$ | Divergent | Divergent | Divergent | Divergent |

Table 4.1: Convergence behaviour of the $a_{i}$ coefficient for $\kappa \rightarrow 0$ expansion in different dimensions.

UV-regulated 4-point function is,

$$
\begin{align*}
\left\langle\prod_{i=1}^{4} \mathcal{O}\left(\vec{y}_{i}\right)\right\rangle_{\mathrm{UV} \text { reg }} & =\left\langle\prod_{i=1}^{4} \mathcal{O}\left(\vec{y}_{i}\right)\right\rangle_{\text {tree }}+\left.\frac{\lambda^{2}}{2} X\right|_{\mathrm{UV} \text { reg }} \\
& =\lambda D_{\Delta \Delta \Delta \Delta}\left(\vec{y}_{1}, \vec{y}_{2}, \vec{y}_{3}, \vec{y}_{4}\right)+  \tag{4.129}\\
& \lambda^{2} \frac{\pi^{\frac{d+1}{2}}}{2}\left(\frac{2^{-2 \Delta} c_{\Delta}^{2}}{2 \Delta-d}\right)^{2} \sum_{i=0}^{\infty} \frac{\left|\vec{y}_{34}\right|^{2 i}}{c_{\Delta+i}^{2}} D_{\Delta \Delta, \Delta+i, \Delta+i}\left(\vec{y}_{1}, \vec{y}_{2}, \vec{y}_{3}, \vec{y}_{4}\right)\left[\alpha_{i}(\kappa)+\beta_{i}\right] .
\end{align*}
$$

As we check in the section 4.2 , the divergence term is hidden in $\alpha_{i}$. A summary of the behaviour for the different coefficients is shown in table 4.1

The $d=2$ case is finite, and no renormalisation is needed. In higher dimensions, divergences demand renormalisation. From (4.129), we notice that the only way to renormalise the exchange diagram is by considering the coupling constant to be,

$$
\begin{equation*}
\lambda=\lambda_{s}+\delta_{\lambda}, \quad \delta_{\lambda}=b_{2} \lambda^{2}+\ldots \tag{4.130}
\end{equation*}
$$

where $\delta_{\lambda}$ is the coupling counterterm. In the same way, as we did for the mass, the modification of the coupling can be seen as adding a new counterterm action given by

$$
\begin{equation*}
S_{U V, c t}=\delta_{\lambda} \int d x \Phi^{4} \tag{4.131}
\end{equation*}
$$

To deal with the renormalisation, we must consider the three diagrams $X_{s}, X_{t}$ and $X_{u}$. In practice, this means that we ought to consider exactly (4.129) plus the
combinations $\vec{y}_{2} \leftrightarrow \vec{y}_{3}$ and $\vec{y}_{2} \leftrightarrow \vec{y}_{4}$

$$
\begin{align*}
& \left\langle\prod_{i=1}^{4} \mathcal{O}\left(\vec{y}_{i}\right)\right\rangle_{\mathrm{UV} \text { reg, UV ct }}=\left\langle\prod_{i=1}^{4} \mathcal{O}\left(\vec{y}_{i}\right)\right\rangle_{\text {tree }}+\left.\frac{\lambda^{2}}{2} X\right|_{\mathrm{UV} \text { reg }}+\delta_{\lambda}\left\langle\prod_{i=1}^{4} \mathcal{O}\left(\vec{y}_{i}\right)\right\rangle_{\mathrm{UV} \text { ct }} \\
& =\lambda D_{\Delta \Delta \Delta \Delta}\left(\vec{y}_{1}, \vec{y}_{2}, \vec{y}_{3}, \vec{y}_{4}\right)+b_{2} \lambda^{2} D_{\Delta \Delta \Delta \Delta}\left(\vec{y}_{1}, \vec{y}_{2}, \vec{y}_{3}, \vec{y}_{4}\right) \\
& +\lambda^{2} \frac{\pi^{\frac{d+1}{2}}}{2}\left(\frac{2^{-2 \Delta} c_{\Delta}^{2}}{2 \Delta-d}\right)^{2} \sum_{i=0}^{\infty} \frac{\left|\vec{y}_{34}\right|^{2 i}}{c_{\Delta+i}^{2}} D_{\Delta \Delta, \Delta+i, \Delta+i}\left(\vec{y}_{1}, \vec{y}_{2}, \vec{y}_{3}, \vec{y}_{4}\right)\left[\alpha_{i}(\kappa)+\beta_{i}\right] \\
& +\left(\vec{y}_{2} \leftrightarrow \vec{y}_{3}\right)+\left(\vec{y}_{2} \leftrightarrow \vec{y}_{4}\right) . \tag{4.132}
\end{align*}
$$

We shall work on the renormalisation in different dimensions.

- For $d=3,4$, the term $\alpha_{0}$ of the sum is divergent. This is proportional to $D_{\Delta \Delta \Delta \Delta}$, so choosing $b_{2}$ such that it cancels the divergence, we have renormalised the theory.
- For $d=5,6$, the divergent pieces come from $\alpha_{0}$ and $\alpha_{1}$. To cancel the $\alpha_{0}$ part is direct because it is proportional to $D_{\Delta \Delta \Delta \Delta}$. To deal with the $i=1$ term of the sum, we must work the $D_{\Delta, \Delta, \Delta+1, \Delta+1}$ such that it can be written in terms of the $D_{\Delta \Delta \Delta \Delta}$. This relation between $D$-functions is fairly well-known [67] and is given by

$$
\begin{equation*}
\frac{\partial}{\partial\left(\left|\vec{y}_{34}\right|^{2}\right)} D_{\Delta \Delta \Delta \Delta}=-\frac{2 \Delta^{2}}{4 \Delta-d} D_{\Delta, \Delta, \Delta+1, \Delta+1} . \tag{4.133}
\end{equation*}
$$

We may change the $D_{\Delta, \Delta, \Delta+1, \Delta+1}$ by derivatives of the $D$ function. This relation is not useful. However, in [67] is also proven,

$$
\begin{equation*}
\left(\vec{y}_{12}^{2} \frac{\partial}{\partial\left(\vec{y}_{12}^{2}\right)}+\vec{y}_{13}^{2} \frac{\partial}{\partial\left(\vec{y}_{13}^{2}\right)}+\vec{y}_{14}^{2} \frac{\partial}{\partial\left(\vec{y}_{14}^{2}\right)}\right) \bar{D}_{\Delta, \Delta, \Delta, \Delta}(u, v)=0 \tag{4.134}
\end{equation*}
$$

where $\bar{D}$ is given in (3.54) and $u$ and $v$ the crossing ratios (2.30). So, at this point, is where becomes clear why we need to consider the three possible exchange diagrams.

Then, we can write,

$$
\begin{equation*}
D_{\Delta, \Delta, \Delta+1, \Delta+1}+D_{\Delta, \Delta+1, \Delta, \Delta+1}+D_{\Delta, \Delta+1, \Delta+1, \Delta}=\frac{2 \Delta-\frac{d}{2}}{\Delta} D_{\Delta \Delta \Delta \Delta} . \tag{4.135}
\end{equation*}
$$

So, the divergent term in the $\alpha_{1}$ coefficient can be cancelled by the $\delta_{\lambda}$ countertem.

- For dimension $d \geq 7$ it is not possible to re-write the $D_{\Delta, \Delta, \Delta+2, \Delta+2}$ as $D_{\Delta, \Delta, \Delta, \Delta}$, then the counterterm $\delta_{\lambda}$ cannot cancel the divergent term $\alpha_{2}$.

In summary, it is possible to renormalise the coupling constant only up to $d=6$ or equivalently up to $\mathrm{AdS}_{7}$. In [37], by studying the CFT, they find that bulk $\Phi^{4}$ theory is renormalisable only up to $\mathrm{AdS}_{7}$.

### 4.5 Quantum Effective action

In the previous section, we used the connected diagram generator to obtain the quantum correction to the holographic correlation function. However, regarding the functional generator, we can go another step forward and work on the same problem using the Quantum Effective action.

The quantum effective action was introduced as perturbative series in [72] and the non-perturbative definition was given by the equation (4.140) by B. de Witt in [73]. Following this approach, we can work the loop correction and renormalisation by looking at the quantum effective action and the equation of motion. This will significantly simplify the whole renormalisation problem.

As before, the starting point is the action for a $\Phi^{4}$ interacting theory,

$$
\begin{equation*}
S=\int d x\left[\frac{1}{2} g^{\mu \nu} \partial_{\mu} \Phi \partial_{\nu} \Phi+\frac{1}{2} m^{2} \Phi^{2}+\frac{\lambda}{4!} \Phi^{4}\right]+\int d \vec{x} B \tag{4.136}
\end{equation*}
$$

The partition function with the bulk source is

$$
\begin{equation*}
Z[J]=\int D \Phi e^{-S+\int d x J \Phi} \tag{4.137}
\end{equation*}
$$

In contrast with section 4.4, we will not split the field into a classical field plus a quantum fluctuation. Instead, by using standard QFT tricks, we add a bulk source $J$ such that we can take out of the path integral the interaction,

$$
\begin{align*}
Z[J] & =e^{-\frac{\lambda}{4!} \int d x \frac{\delta^{4}}{\delta J(x)^{4}}} \int D h e^{-\int d x\left[\frac{1}{2} g^{\mu \nu} \partial_{\mu} \Phi \partial_{\nu} \Phi+\frac{1}{2} m^{2} \Phi^{2}+J \Phi\right]}  \tag{4.138}\\
& =e^{-\frac{\lambda}{4!} \int d x \frac{\delta^{4}}{\delta J(x)^{4}}} e^{-\frac{1}{2} \int d x_{1} d x_{2} J\left(x_{1}\right) G_{\Delta}\left(x_{1}, x_{2}\right) J\left(x_{2}\right)}
\end{align*}
$$

where $G_{\Delta}\left(x_{1}, x_{2}\right)$ is the bulk-to-bulk propagator (3.48). Then, we can compute the connected diagram generator. Up to order $\lambda$ is,

$$
\begin{align*}
W[J] & =-\int d^{d} \vec{x} B+\frac{1}{2} \int d y d z J(y) G(y, z) J(z)+\frac{\lambda}{4!}\left[\int d x\left(\int d x_{1} G\left(x, x_{1}\right) J\left(x_{1}\right)\right)^{4}\right.  \tag{4.139}\\
& \left.+6 \int d x G(x, x)\left(\int d x_{1} \sqrt{g_{1}} J\left(x_{1}\right) G\left(x, x_{1}\right)\right)^{2}+3 \int d x G(x, x)^{2}\right]
\end{align*}
$$

The connected diagram function $W[J]$ is a functional of the source.
To obtain the quantum effective action, we must find a functional that depends on the field. To do this, we perform a Legendre transformation

$$
\begin{equation*}
\Gamma[\Phi]=\int d x J_{\Phi}(x) \Phi(x)-W\left[J_{\Phi}\right] \tag{4.140}
\end{equation*}
$$

where $J_{\Phi}=J[\Phi]$ is defined as a solution of

$$
\begin{equation*}
\left.\frac{\delta W[J]}{\delta J(x)}\right|_{J=J_{\Phi}}=\Phi(x) \tag{4.141}
\end{equation*}
$$

So we will have

$$
\begin{aligned}
\left.\frac{\delta W[J]}{\delta J(x)}\right|_{J=J_{\Phi}} & =\int d y G(x, y) J(y)+\frac{\lambda}{4!}\left[4 \int d x^{\prime}\left(\int d x_{1} G\left(x^{\prime}, x_{1}\right) J\left(x_{1}\right)\right)^{3} G\left(x, x^{\prime}\right)\right. \\
& \left.+12 \int d x^{\prime} G(1)\left(\int d x_{1} \sqrt{g_{1}} J\left(x_{1}\right) G\left(x^{\prime}, x_{1}\right)\right) G\left(x, x^{\prime}\right)\right] \\
& =\Phi(x) .
\end{aligned}
$$

We must invert this equation such that $J$ depends on $\Phi$. The former equation suggests that $\Phi(x)=\Phi_{0}+\lambda \Phi_{1}+\ldots$, meaning that the source $J$ has its own expansion on the coupling $J=J_{0}+\lambda J_{1}+\ldots$.

Applying the wave operator we have

$$
\begin{align*}
\left(-\square+m^{2}\right) \Phi & =\left(-\square+m^{2}\right) \Phi_{0}+\lambda\left(-\square+m^{2}\right) \Phi_{1}+\ldots  \tag{4.142}\\
& =J_{0}(x)+\lambda J_{1}(x)+\frac{\lambda}{3!}\left(\int d x_{1} G\left(x, x_{1}\right) J_{0}\left(x_{1}\right)\right)^{3} \\
& +\frac{\lambda}{2!} G(x, x) \int d x_{1} G\left(x, x_{1}\right) J_{0}\left(x_{1}\right)
\end{align*}
$$

Solving order by order

$$
\begin{equation*}
J_{0}(x)=\left(-\square+m^{2}\right) \Phi_{0} \tag{4.143}
\end{equation*}
$$

The order $\lambda$ of (4.142) is

$$
\begin{align*}
\left(-\square+m^{2}\right) \Phi_{1} & =J_{1}(x)+\frac{1}{3!} \Phi_{0}(x)^{3}+\frac{1}{2!} G(x, x) \Phi_{0}(x)  \tag{4.144}\\
& \Rightarrow J_{1}(x)=\left(-\square+m^{2}\right) \Phi_{1}-\frac{1}{3!} \Phi_{0}^{3}-\frac{\lambda}{2!} G(x, x) \Phi_{0}(x) \tag{4.145}
\end{align*}
$$

Then we can write the source up to order $\lambda$ as

$$
\begin{aligned}
\left.J[\Phi]\right|_{\mathcal{O}(\lambda)} & =J_{0}+\lambda J_{1} \\
& =\left(-\square+m^{2}\right) \Phi_{0}+\lambda\left(-\square+m^{2}\right) \Phi_{1}-\frac{\lambda}{3!} \Phi_{0}^{3}-\frac{\lambda}{2!} G(1) \Phi_{0} \\
& =\left(-\square+m^{2}\right) \Phi-\frac{\lambda}{3!} \Phi^{3}-\frac{\lambda}{2!} G(1) \Phi
\end{aligned}
$$

So, building the effective action,

$$
\begin{equation*}
\Gamma[\Phi]=\int d^{d} \vec{x} B+\int d x\left[\frac{1}{2} \Phi\left(-\square+m^{2}\right) \Phi+\frac{\lambda}{4} G_{\Delta}(1) \Phi^{2}+\frac{\lambda}{4!} \Phi^{4}+\frac{\lambda}{4} G(1)\right] \tag{4.146}
\end{equation*}
$$

This gives the effective action to $\mathcal{O}(\lambda)$. The renormalisation of the vacuum term $\lambda G(1)$ is trivial by adding a constant term into the Lagrangian, so we will not consider it in the following discussion.

Following the same steps, the effective quantum action up to order $\lambda^{2}$ is

$$
\begin{align*}
\Gamma[\Phi] & =\int d x\left[\frac{1}{2} g^{\mu \nu} \partial_{\mu} \Phi \partial_{\nu} \Phi+\frac{1}{2} m^{2} \Phi^{2}+\frac{\lambda}{4} G_{\Delta}(1) \Phi^{2}+\frac{\lambda}{4!} \Phi^{4}\right]  \tag{4.147}\\
& -\frac{\lambda^{2}}{12} \int d x d x_{1} \Phi(x) G_{\Delta}\left(x, x_{1}\right)^{3} \Phi\left(x_{1}\right)-\frac{\lambda^{2}}{8} G_{\Delta}(1) \int d x d x_{1} \Phi^{2}(x) G_{\Delta}\left(x, x_{1}\right)^{2} \\
& -\frac{\lambda^{2}}{16} \int d x d x_{1} \Phi^{2}(x) G_{\Delta}\left(x, x_{2}\right)^{2} \Phi^{2}\left(x_{1}\right)+\int d \vec{x} B
\end{align*}
$$

where $\Delta(\Delta-d)=m^{2}$ and $B$ is a boundary term.
In the first line of the quantum effective action, it is tempting to absorb the UV divergent piece $G_{\Delta}(1)$ into the mass parameter and renormalise the theory without further information about the field. Despite this being correct, it is just an accident of the $\Phi^{4}$ up to order $\lambda$ and cannot be generalised to higher order in the coupling or other interaction. Indeed, by looking at the $\lambda^{2}$, there are non-local terms that cannot be renormalised just by looking at the off-shell action. To deal with the renormalization problem, we will demand a well-defined variational problem for the quantum effective action.

An arbitrary variation of the quantum effective action is,

$$
\begin{equation*}
\delta \Gamma=\int d^{d+1} x \mathcal{E} \delta \Phi+\int_{\partial A d S} d^{d} x[A \delta \phi], \tag{4.148}
\end{equation*}
$$

where the equation of motion $\mathcal{E}$ has to be finite.

The equation of motion is,

$$
\begin{align*}
\left(-\square+m^{2}\right) \Phi & +\frac{\lambda}{3!} \Phi^{3}+\frac{\lambda}{2} G_{\Delta}(1) \Phi+\frac{\lambda^{2}}{6} \int d x_{2} G\left(x, x_{2}\right)^{3} \Phi\left(x_{2}\right)  \tag{4.149}\\
& +\frac{\lambda^{2}}{4} G(1) \Phi \int d x_{2} G\left(x, x_{2}\right)^{2}+\frac{\lambda^{2}}{4} \Phi \int d x_{2} G\left(x, x_{2}\right)^{2} \Phi\left(x_{2}\right)^{2}=0
\end{align*}
$$

If the theory is renormalisable, then every UV divergence has to be absorbed in the theory's parameters, in this case, $m^{2}$ and $\lambda$, and eventually, the field.

So, we understand the parameters as bare quantities such that,

$$
\begin{align*}
m^{2} & =m_{s}^{2}+\delta_{m}, \quad \delta_{m}=a_{1} \lambda_{s}+a_{2} \lambda_{s}^{2}+\ldots,  \tag{4.150}\\
\lambda & =\lambda_{s}+\delta_{\lambda}, \quad \delta_{\lambda}=b_{2} \lambda_{s}^{2}+b_{3} \lambda_{s}^{3}+\ldots \tag{4.151}
\end{align*}
$$

where $\delta_{m}$ and $\delta_{\lambda}$ are the counterterms and the coefficient $a_{1}, a_{2}, b_{2}$ are the counterterms coefficients. If we find the coefficient, then we have solved the UV divergence problem.

The equation of motion for the quantum effective action with the UV counterterm is

$$
\begin{align*}
& \left(-\square+m_{s}^{2}\right) \Phi+\delta_{m} \Phi+\frac{\lambda_{s}}{3!} \Phi^{3}+\frac{\delta_{\lambda}}{3!} \Phi^{3}+\frac{\lambda_{s}}{2} G_{\Delta_{s}}(x, x) \Phi+\frac{\lambda_{s} \delta_{m}}{2\left(2 \Delta_{s}-d\right)} G_{\Delta_{s}}^{\prime}(1) \Phi \\
& +\frac{\delta_{\lambda}}{2} G_{\Delta_{s}}(1) \Phi-\frac{\lambda_{s}^{2}}{6} \int d x_{2} G_{\Delta_{s}}\left(x, x_{2}\right)^{3} \Phi\left(x_{2}\right)-\frac{\lambda_{s}^{2}}{4} G_{\Delta_{s}}(1) \Phi \int d x_{2} G_{\Delta_{s}}\left(x, x_{2}\right)^{2} \\
& -\frac{\lambda_{s}^{2}}{4} \Phi \int d x_{2} G_{\Delta_{s}}\left(x, x_{2}\right)^{2} \Phi\left(x_{2}\right)^{2}=0 \tag{4.152}
\end{align*}
$$

where $I$ denotes derivative with respect to $\Delta_{s}{ }^{2}$ As the equation is non-linear, so we solve it perturbatively in the field

$$
\begin{equation*}
\Phi=\Phi_{0}+\lambda_{s} \Phi_{1}+\lambda_{s}^{2} \Phi_{2}+\ldots \tag{4.154}
\end{equation*}
$$

this leads to the following equation of motions

$$
\begin{align*}
\left(-\square+m_{s}^{2}\right) \Phi_{0} & =0,  \tag{4.155}\\
\left(-\square+m_{s}^{2}\right) \Phi_{1} & =-a_{1} \Phi_{0}-\frac{1}{2} G(1) \Phi_{0}-\frac{1}{3!} \Phi_{0}^{3},  \tag{4.156}\\
\left(-\square+m_{s}^{2}\right) \Phi_{2} & =-\frac{1}{2} G(1) \Phi_{1}-\frac{a_{1}}{2\left(2 \Delta_{s}-d\right)} G_{\Delta_{s}}^{\prime}(1) \Phi_{0}-\frac{b_{2}}{2} G(1) \Phi_{0}-\frac{1}{2} \Phi_{1} \Phi_{0}^{2}  \tag{4.157}\\
& -\frac{1}{3!} \int d x_{2} G_{\Delta_{s}}\left(x, x_{2}\right)^{3} \Phi_{0}\left(x_{2}\right)-\frac{1}{2!} G_{\Delta_{s}}(1) \Phi_{0} \int d x_{2} G_{\Delta_{s}}\left(x, x_{2}\right)^{2} \\
& -\frac{1}{4} \Phi_{0} \int d x_{2} G\left(x, x_{2}\right)^{2} \Phi_{0}\left(x_{2}\right)^{2}-\frac{1}{6} b_{2} \Phi_{0}^{3}-a_{2} \Phi_{0}-a_{1} \Phi_{1}
\end{align*}
$$

As we want to compute holographic correlation functions, the boundary condition is $\Phi_{0}(z \rightarrow 0, \vec{x}) \sim z^{d-\Delta} \phi_{0}$.

### 4.5.1 Order 0 in the coupling

The equation of motion of order $\lambda^{0}$ is solved by the bulk-to-boundary propagator related to the mass $m_{s}^{2}$. This is

$$
\begin{equation*}
\Phi_{0}(z, \vec{x})=\int d \vec{y} K_{\Delta_{s}}(z, \vec{x}-\vec{y}) \phi_{0}(\vec{y}) \tag{4.158}
\end{equation*}
$$

[^3]
### 4.5.2 Order 1 in the coupling

Up to order $\lambda$, now we have two ways. Either to solve (4.155) by itself and sum it with the solution (4.158) or to solve (4.155) + (4.156) as one equation. For simplicity, we will follow the second option

$$
\begin{equation*}
\left(-\square+m_{s}^{2}\right)\left(\Phi_{0}+\lambda_{s} \Phi_{1}\right)=-\lambda_{s}\left(a_{1}+\frac{1}{2} G_{\Delta_{s}}(1)\right) \Phi_{0}-\frac{\lambda_{s}}{3!} \Phi_{0}^{3} \tag{4.159}
\end{equation*}
$$

which is nothing but

$$
\begin{equation*}
\left(-\square+m_{s}^{2}\right) \Phi+\lambda_{s}\left(a_{1}+\frac{1}{2} G_{\Delta_{s}}(1)\right) \Phi=-\frac{\lambda_{s}}{3} \Phi^{3} \tag{4.160}
\end{equation*}
$$

From here, we can find $a_{1}$ such that the equation of motion is finite. As matter of consistency with the previous sections, we will use minimal subtraction as renormalization scheme

$$
\begin{equation*}
a_{1}=-\frac{1}{2} \operatorname{div}\left[G_{\Delta_{s}}(1)\right] \tag{4.161}
\end{equation*}
$$

Defining the renormalised mass as

$$
\begin{equation*}
m_{r}^{2}=\lim _{\kappa \rightarrow 0}\left[m_{s}^{2}+\frac{\lambda_{s}}{2} \operatorname{conv}\left[G_{\Delta_{s}}(1)\right]\right], \tag{4.162}
\end{equation*}
$$

we will have

$$
\begin{equation*}
\left(-\square+m_{r}^{2}\right) \Phi=-\frac{\lambda_{s}}{3!} \Phi^{3} \tag{4.163}
\end{equation*}
$$

So the field is

$$
\begin{align*}
\Phi_{r} & =\Phi_{0, r}+\lambda_{s} \Phi_{1, r},  \tag{4.164}\\
\Phi_{0, r} & =\int d \vec{y} K_{\Delta_{r}}(z, \vec{x}-\vec{y}) \phi_{0}^{(r)}(\vec{y}),  \tag{4.165}\\
\Phi_{1, r} & =-\frac{1}{3!} \int d x^{\prime} G_{\Delta_{r}}\left(x, x^{\prime}\right)\left(\Phi_{0, r}\left(x^{\prime}\right)\right)^{3}, \tag{4.166}
\end{align*}
$$

we labelled the field with the subscript $(r)$ to denote that it is built from the renormalised mass $m_{r}^{2}$ and the renormalised source $\phi_{0}^{(r)}$.

### 4.5.3 Order 2 in the coupling

Having a finite $\Phi_{0}$ and $\Phi_{1}$, we move to the equation of motion of order $\lambda^{2}$, where $a_{1}$ is already fixed, so we have to work with $a_{2}$ and $b_{2}$.

Consider (4.152) and place each linear term on $\Phi$ to the l.h.s and the non-linear term to the right

$$
\begin{align*}
& \left(-\square+m_{s}^{2}+\lambda_{s}\left(a_{1}+\frac{1}{2} G_{\Delta_{s}}(1)\right)+\lambda_{s}^{2}\left(a_{2}-\frac{1}{2}\left(a_{1}+\frac{1}{2} G_{\Delta_{s}}(1)\right) I_{3}+\frac{b_{2}}{2} G_{\Delta_{s}}(1)\right)\right) \Phi \\
& -\frac{\lambda_{s}^{2}}{6} \int d x_{2} G_{\Delta_{s}}\left(x, x_{2}\right)^{3} \Phi\left(x_{2}\right)=-\frac{\lambda_{s}+b_{2} \lambda^{2}}{3!} \Phi^{3}-\frac{\lambda_{s}^{2}}{4} \Phi \int d x_{2} G_{\Delta_{s}}\left(x, x_{2}\right)^{2} \Phi\left(x_{2}\right)^{2} \tag{4.167}
\end{align*}
$$

where we used (4.153) and $I_{3}$ is (4.26). Working the l.h.s first.
Keeping in mind that $\Phi=\Phi_{0}+\lambda_{s} \Phi_{1}+\lambda_{s}^{2} \Phi_{2}$, with $\Phi_{0}$ and $\Phi_{1}$ known we can compute,

$$
\begin{align*}
\frac{\lambda_{s}^{2}}{6} \int d x_{2} G_{\Delta_{s}}\left(x, x_{2}\right)^{3} \Phi\left(x_{2}\right) & =\frac{\lambda_{s}^{2}}{6} \int d x_{2} G_{\Delta_{s}}\left(x, x_{2}\right)^{3} \Phi_{0, s}\left(x_{2}\right) \\
& =\frac{\lambda_{s}^{2}}{6} g_{3} \Phi(x) \tag{4.168}
\end{align*}
$$

with $g_{3}$ given by (4.24).

So, the equation of motion up to the second order in the coupling is,

$$
\begin{align*}
& \left(-\square+m_{s}^{2}+\lambda_{s}\left(a_{1}+\frac{1}{2} G_{\Delta_{s}}(1)\right)+\lambda_{s}^{2}\left(a_{2}-\frac{1}{2}\left(a_{1}+\frac{1}{2} G_{\Delta_{s}}(1)\right) I_{3}+\frac{b_{2}}{2} G_{\Delta_{s}}(1)-\frac{1}{6} c_{3}\right)\right) \Phi \\
& =-\frac{\lambda_{s}}{3!} \Phi^{3}-\lambda_{s}^{2} \Phi\left(\frac{b_{2}}{3!} \Phi^{2}+\frac{1}{4} \int d x_{2} G_{\Delta_{s}}\left(x, x_{2}\right)^{2} \Phi\left(x_{2}\right)^{2}\right) . \tag{4.169}
\end{align*}
$$

We see that $a_{1}$ already renormalises some divergence. This aspect is known from standard QFT, whereby we renormalise the tadpole and automatically renormalise the loop on top of the eight diagram shown in Figure 4.4. We can determine $a_{2}$ as well

$$
\begin{align*}
& a_{1}=-\frac{1}{2} \operatorname{div}\left[G_{\Delta_{s}}(1)\right],  \tag{4.170}\\
& a_{2}=\frac{1}{4} \operatorname{div}\left[I_{3} \operatorname{conv}\left[G_{\Delta_{s}}(1)\right]\right]-\frac{1}{2} \operatorname{div}\left[b_{2} G_{\Delta_{s}}(1)\right]+\frac{1}{6} \operatorname{div}\left[c_{3}\right] . \tag{4.171}
\end{align*}
$$

On the r.h.s of equation (4.169) in the bracket, we can consider $\Phi=\Phi_{0}+\mathcal{O}\left(\lambda_{s}\right)$. To renormalise the theory, i.e. find $b_{2}$, the divergent part of $\int G^{2} K^{2}$ has to be proportional to $\int K^{2}$. If the divergent part is not proportional to $\int K^{2}$, then the theory is nonrenormalisable.

In section 4.4.2, we checked that $\int G^{2} K K$ is proportional to $\int K K$ only up to $d=6$, meaning that the $\Phi^{4}$ theory in the bulk is renormalisable only up to $A d S_{7}$. So, if we are in $d \leq 6$, we may find the renormalisation coefficient for the coupling, and it is given by

$$
\begin{aligned}
b_{2} & =\frac{3}{2} \operatorname{div}\left[\int d x_{2} G_{\Delta_{s}}\left(x, x_{2}\right) \Phi\left(x_{2}\right)^{2}\right] \\
& =\frac{3}{2} \operatorname{div}\left[\int d x_{2} G_{\Delta_{s}}\left(x, x_{2}\right) \Phi_{0}\left(x_{2}\right)^{2}\right],
\end{aligned}
$$

with $\Phi_{0}$ given by (4.158).
Having found the counterterm $a_{1}, a_{2}$ and $b_{2}$ we may define the renormalised pa-
rameters as

$$
\begin{align*}
m_{r}^{2} & =m_{s}^{2}+\frac{\lambda_{s}}{2} \operatorname{conv}\left[G_{\Delta_{s}}(1)\right]+\lambda_{s}^{2}\left[-\frac{1}{4} \operatorname{conv}\left[I_{3} \operatorname{conv}\left[G_{\Delta_{s}}(1)\right]\right]+\frac{1}{2} \operatorname{conv}\left[b_{2} G_{\Delta_{s}}(1)\right]-\frac{1}{6} \operatorname{conv}\left[c_{3}\right]\right]  \tag{4.172}\\
\lambda_{r} & =\lambda_{s}+\frac{\lambda_{s}^{2}}{4} \operatorname{conv}\left[\int d x_{2} G_{\Delta_{s}}\left(x, x^{\prime}\right)^{2} \Phi\left(x^{\prime}\right)^{2}\right] \tag{4.173}
\end{align*}
$$

By demanding a finite equation of motion with a given Dirichlet boundary condition, we found only UV divergent terms and the corresponding counterterm such that bulk equations of motion are finite. As we already know, the problem of obtaining the CFT correlation function is not yet solved. To solve this, we have to do Holographic Renormalisation

### 4.5.4 UV Renormalised Quantum Effective Action

We have found the UV counterterms by demanding finiteness of the equation of motion, so the quantum effective action (4.147) is UV finite on-shell. The on-shell field is given

$$
\begin{equation*}
\Gamma_{o-s}^{\mathrm{ren}}[\Phi]=\int_{A d S_{d+1}} d x\left[\frac{1}{2} g^{\mu \nu} \partial_{\mu} \Phi \partial_{\nu} \Phi+\frac{1}{2} m_{r}^{2} \Phi^{2}+\frac{\lambda_{r}}{4!} \Phi^{4}\right]+\int d \vec{x} B, \quad d \leq 6 \tag{4.174}
\end{equation*}
$$

We are sure that the bulk action is UV finite. So now we have to work on the IR divergence that will naturally appear. To do this, we follow exactly the holographic renormalisation presented in section 3.1, but now we impose as a boundary condition

$$
\begin{equation*}
\Phi(z \rightarrow 0, \vec{x}) \rightarrow z^{d-\Delta_{r}} \phi_{0}^{(r)} \tag{4.175}
\end{equation*}
$$

where the renormalised conformal dimension, $\Delta_{r}$ is the positive solution of $\Delta_{r}\left(\Delta_{r}-d\right)=$ $m_{r}^{2}$. The next steps are exactly as presented in section 3.1 but replacing $\Delta \rightarrow \Delta_{r}$. While the computation of the correlation function is the same as the one done in section 3.2 but replacing $\Delta \rightarrow \Delta_{r}$ and $\lambda \rightarrow \lambda_{r}$. However, in contrast with the tree-level computation,
now we can only compute the 4 -point function if we consider a bulk theory of dimension seven or lower.

## Chapter 5

## Holographic Correlator: Momentum <br> space

In section 2.1, we found the general structure of 2- and 3-point functions using conformal symmetry. However, these relations only hold at separated points, and correlation functions should be well-defined distributions, i.e. they must have a well-defined Fourier transformation. If we have operators with conformal dimension $\Delta=\frac{d}{2}+k, k=0,1,2, \ldots$, the 2-point function (2.27) in position space does not have a well-defined Fourier transform.

Rather than taking the Fourier transform of the well-known position space correlation function, we may use Ward identities to obtain correlation functions. In momentum space, to solve the 2-point function, regularisation and renormalisation are necessary and lead to new conformal anomalies [74, 75, 76]. For the 3-point function, the problem becomes more involved. We refer to [55] for the 3-point function for scalars, and [54, 77, 78] for the 3-point function of tensor fields. Recently has been some progress on working the 4-point function for CFT in momentum space [79, 80, 56]

In general, the problem of the correlation function for CFT in momentum space is not trivial, mainly because Ward identities in momentum spaces become a second-order

PDE that may be difficult to solve. However, we can use the AdS/CFT correspondence to work the computation of the holographic correlation function.

In momentum space, at tree level, the general scheme is essentially the same as presented in section 3.1, so in the asymptotic expansion of the on-shell field, we must find the term $z^{\Delta} \phi_{2 \Delta-d}$ and $\left\langle\mathcal{O}_{\Delta}\right\rangle \propto \phi_{2 \Delta-d}$. From the former equation, we may compute holographic correlation functions. Going to loop correction leads to the Witten diagrams found in section 4.4, with similar integrals to be solved. However, now the propagators are given in momentum space along the transverse coordinate.

In contrast with the study of the correlation function in position space, in this chapter, we will condense the complete analysis of holographic correlation functions in momentum space. This includes the tree level and quantum computation of the dual correlation functions. This is because most of the discussion is equivalent to the discussion on position space, so we will quote the necessary results and translate them into momentum space.

The structure of the chapter is as follows: in section 5.1, we work on the solution of the equation of motion and introduce the bulk-to-boundary and bulk-to-bulk propagator in momentum space. In particular, we compute the 2-point function and give an example of calculating the 3 -point function for a $\Phi^{3}$ interacting theory. In section 5.2, we move to work on the quantum correction in the momentum space following the background field method and solve the 1-loop correction to the 2-point function.

We will follow the notation

$$
\begin{equation*}
\left\langle\mathcal{O}_{\Delta}\left(\vec{p}_{1}\right) \ldots \mathcal{O}_{\Delta}\left(\vec{p}_{n}\right)\right\rangle=(2 \pi)^{d} \delta\left(\vec{p}_{1}+\ldots \vec{p}_{n}\right)\left\langle\left\langle\mathcal{O}_{\Delta}\left(\vec{p}_{1}\right) \ldots \mathcal{O}_{\Delta}\left(\vec{p}_{n}\right)\right\rangle\right\rangle \tag{5.1}
\end{equation*}
$$

and mainly focus on $\langle\langle\ldots\rangle\rangle$ part.
As we will see, both propagators are composed of modified Bessel functions; there-
fore, in this chapter, we will refer to the integral according to what Bessel function composes. For example, an IK-integral is the integral of the I-Bessel times K-Bessel function.

### 5.1 Holographic Correlator in Momentum space: Tree level

To work the background field, we must understand the semi-classical approach in momentum space. To do this, we solve the classical equation of motion with the bulk-to-boundary and bulk-to-bulk propagator in momentum space along the transverse coordinates. Furthermore, following the holographic dictionary, we find the corresponding tree-level holographic correlation function.

### 5.1.1 Perturbative solutions

We will consider the same scalar field with action (4.48). As we did before, we solve the equation perturbatively in the coupling $\Phi=\Phi_{\{0\}}+\lambda \Phi_{\{1\}}+\mathcal{O}\left(\lambda^{2}\right)$, where each term satisfies the equation (3.43) and (3.44) respectively. As we are interested in the correlation function in momentum space we will do a Fourier transformation to the field along the transverse coordinate $\vec{x}$ while the radial direction $z$ remains unchanged; this is

$$
\begin{equation*}
\Phi(z, \vec{p})=\mathcal{F}(\Phi(z, \vec{x})) \tag{5.2}
\end{equation*}
$$

The equations of motions in momentum space are

$$
\begin{align*}
& L_{d, \Delta}(z, \vec{p}) \Phi_{\{0\}}(z, \vec{p})=0, \quad \Phi(z, \vec{p}) \sim z^{d-\Delta} \phi_{0}(\vec{p}),  \tag{5.3}\\
& L_{d, \Delta}(z, \vec{p}) \Phi_{\{1\}}(z, \vec{p})=-\frac{1}{3!}\left(\Phi_{\{0\}}\right)^{3}, \tag{5.4}
\end{align*}
$$

where

$$
\begin{equation*}
L_{d, \Delta}(z, \vec{p})=-z^{2} \partial_{z}^{2}+(d-1) z \partial_{z}+m^{2}+z^{2} p^{2} \tag{5.5}
\end{equation*}
$$

In the field, we will demand regularity in $z \rightarrow \infty$. Similarly, as we did for the position space problem, the perturbative solution of the equation of motion is given by the bulk-to-boundary propagator and the bulk-to-bulk propagator

$$
\begin{align*}
\mathcal{K}_{\Delta}(z, \vec{p}) & =\frac{2^{\frac{d}{2}-\Delta+1}}{\Gamma\left(\Delta-\frac{d}{2}\right)} p^{\Delta-\frac{d}{2}} z^{\frac{d}{2}} K_{\Delta-\frac{d}{2}}(p z),  \tag{5.6}\\
\mathcal{G}_{\Delta}\left(z_{1}, \vec{p}, z_{2}\right) & = \begin{cases}\left(z_{1} z_{2}\right)^{\frac{d}{2}} I_{\Delta-\frac{d}{2}}\left(p z_{1}\right) K_{\Delta-\frac{d}{2}}\left(p z_{2}\right) & \text { for } z_{1} \leq z_{2}, \\
\left(z_{1} z_{2}\right)^{\frac{d}{2}} I_{\Delta-\frac{d}{2}}\left(p z_{2}\right) K_{\Delta-\frac{d}{2}}\left(p z_{1}\right) & \text { for } z_{1}>z_{2},\end{cases} \tag{5.7}
\end{align*}
$$

where $\mathcal{K}_{\Delta}(z, \vec{p})$ and $\mathcal{G}_{\Delta}\left(z_{1}, \vec{p}, z_{2}\right)$ represents the bulk-to-boundary and the bulk-to-bulk propagator respectively and are given in terms of the $K$ and $I$-Bessel functions ${ }^{1}$ which depends on $p=|\vec{p}|$. The derivation of both propagators is in appendix B.

The solution to the equation of motions are

$$
\begin{align*}
\Phi_{\{0\}}(z, \vec{p})= & \mathcal{K}_{\Delta}(z, p) \phi_{0}(\vec{p}),  \tag{5.8}\\
\Phi_{\{1\}}(z, \vec{p})= & \frac{1}{3!} \int_{0}^{\infty} d z_{1} \sqrt{g} \mathcal{G}_{\Delta}\left(z, p, z_{1}\right) \int \frac{d \vec{k}_{1} d \vec{k}_{1}}{(2 \pi)^{d}} \mathcal{K}_{\Delta}\left(z_{2}, \vec{k}_{1}\right) \mathcal{K}_{\Delta}\left(z_{2}, \vec{k}_{2}\right)  \tag{5.9}\\
& \times \mathcal{K}_{\Delta}\left(z_{1}, \vec{p}-\vec{k}_{1}-\vec{k}_{2}\right) \phi_{0}\left(\vec{p}-\vec{k}_{1}-\vec{k}_{2}\right) \phi_{0}\left(\vec{k}_{1}\right) \phi_{0}\left(\vec{k}_{2}\right) .
\end{align*}
$$

Compared with the solution in position space, both have the same structure, but the homogeneous solution does not have integration in momentum space.

To obtain the tree-level holographic correlation function, we will consider (3.30)

$$
\begin{equation*}
\langle\mathcal{O}\rangle_{s}=-(2 \Delta-d) \phi_{2 \Delta-d}\left(\phi_{0}\right)+X\left[\phi_{0}\right], \tag{5.10}
\end{equation*}
$$

where $\phi_{2 \Delta-d}$ is the coefficient of $z^{\Delta}$ in the asymptotic expansion of $\Phi$ and $X\left[\phi_{0}\right]$ are local

[^4]functions of $\phi_{0}$.

### 5.1.2 Tree Level: 2 point function on CFT

To compute the 2-point function, we only need the homogeneous solution of the equation of motion. If we consider $\Delta-\frac{d}{2}=k, k=0,1,2, \ldots$ the coefficient of $z^{\Delta}$ is

$$
\begin{equation*}
\phi_{2 \Delta-d}=\alpha_{\Delta} p^{2 k} \log (p) \phi_{0}+\beta p^{2 k} \phi_{0} \tag{5.11}
\end{equation*}
$$

So, it is direct to compute the 2-point function by computing the derivative with respect to $\phi_{0}$. Logarithmic terms are found at the tree-level computation for $\Delta-\frac{d}{2}=k$ with $k$ integer.

For $\Delta-\frac{d}{2}$ non-integer, there is no logarithmic term. Explicitly this is

$$
\begin{equation*}
\left\langle\left\langle\mathcal{O}_{\Delta} \mathcal{O}_{\Delta}\right\rangle\right\rangle=-(2 \Delta-d) \frac{2^{d-2 \Delta} \Gamma\left(\frac{d}{2}-\Delta\right)}{\Gamma\left(\Delta-\frac{d}{2}\right)} p^{2 \Delta-d} \tag{5.12}
\end{equation*}
$$

### 5.1.3 Tree level: 3-point function

Most of the discussion presented in this subsection is based on [55]. For example, let us consider a $\Phi^{3}$ bulk interaction.

In a $\Phi^{3}$ interaction theory, the solution of the equation of motions with the nonnormalisable boundary condition is

$$
\begin{align*}
\Phi(z, \vec{x}) & =\mathcal{K}_{\Delta}(z, p) \phi_{0}(\vec{x})  \tag{5.13}\\
& +\frac{\lambda}{2} \int_{0}^{\infty} d z_{1} \sqrt{g} \mathcal{G}_{\Delta}\left(z, p, z_{1}\right) \int d \vec{k} \mathcal{K}_{\Delta}\left(z_{1}, k\right) \mathcal{K}_{\Delta}\left(z_{1}, p-k\right) \phi_{0}(\vec{k}) \phi_{0}(\vec{p}-\vec{k})+\mathcal{O}\left(\lambda^{2}\right) .
\end{align*}
$$

The first line is the solution to the homogeneous equation, and the second line is the order $\lambda$ solution.

From (3.30) follows that the 3-point function will come from the term of $\Phi$ that depends quadratically on the source $\phi_{0}$. This is given in the second line of (5.13). Expanding this equation such that we find the $z^{\Delta}$ dependence and computing a double functional derivative to $\langle\mathcal{O}\rangle_{s}=-(2 \Delta-d) \Phi_{(\Delta)}$ we will find

$$
\begin{align*}
\left\langle\left\langle\mathcal{O}_{\Delta_{1}}\left(\vec{p}_{1}\right) \mathcal{O}_{\Delta_{2}}\left(\vec{p}_{2}\right) \mathcal{O}_{\Delta_{3}}\left(\vec{p}_{3}\right)\right\rangle\right\rangle & =-\lambda(2 \Delta-d)\left(I\left(z, \vec{p}_{1}, \vec{p}_{2}\right)+I\left(z, \vec{p}_{1}, \vec{p}_{3}\right)\right)_{(\Delta)}  \tag{5.14}\\
& +\frac{\delta X\left(\vec{p}_{1}\right)}{\delta \phi_{0}\left(\vec{p}_{2}\right) \phi_{0}\left(\vec{p}_{3}\right)} \tag{5.15}
\end{align*}
$$

where the subscript $(\Delta)$ denotes that we look for the $z^{\Delta}$ term, and

$$
\begin{equation*}
I(z, \vec{p}, \vec{k})=\int_{0}^{\infty} d z_{1} \sqrt{g} \mathcal{G}\left(z, p, z_{1}\right) \mathcal{K}_{\Delta}\left(z_{1}, k\right) \mathcal{K}\left(z_{1},|\vec{p}-\vec{k}|\right) \tag{5.16}
\end{equation*}
$$

This integral is IR divergent, so we regulate by adding a cut-off, $\epsilon$, in the lower limit of the integral. In the early days of AdS/CFT, computation of the 3-point function [65] did not consider the IR structure of the holographic 3-point function. We realise from the current computation that IR is divergent, and we must regularise. We will denote $I_{\epsilon}(z, \vec{p}, \vec{k})$ to the regularised KKK-integral.

Then, the 3-point function to study is

$$
\begin{align*}
\left\langle\left\langle\mathcal{O}_{\Delta_{1}}\left(\vec{p}_{1}\right) \mathcal{O}_{\Delta_{2}}\left(\vec{p}_{2}\right) \mathcal{O}_{\Delta_{3}}\left(\vec{p}_{3}\right)\right\rangle\right\rangle & =-\lambda(2 \Delta-d) \lim _{\epsilon \rightarrow 0}\left[I_{\epsilon}\left(z, \vec{p}_{1}, \vec{p}_{2}\right)+I_{\epsilon}\left(z, \vec{p}_{1}, \vec{p}_{3}\right)+I_{\epsilon}^{c t}\right]_{(\Delta)}  \tag{5.17}\\
& +\frac{\delta^{2} X\left(\vec{p}_{1}\right)}{\delta \phi_{0}\left(\overrightarrow{p_{2}}\right) \delta \phi_{0}\left(\overrightarrow{p_{3}}\right)}, \tag{5.18}
\end{align*}
$$

with $I_{\epsilon}^{c t}$ is a suitable counterterm.
The $I_{\epsilon}$ integral depends on the bulk-to-bulk propagator (5.7), so the integral will split into two regions: a near boundary region $z_{1}<z$, that we will denote as $I_{\epsilon}^{<}$; and an inner region $z_{1}>z$ denoted as $I_{\epsilon}^{>}$.

The near boundary integral, $\epsilon \leq z_{1} \leq z$ is

$$
\begin{equation*}
I_{\epsilon}^{<}(z, \vec{p}, \vec{k})=z_{2}^{\frac{d}{2}} K_{\Delta-\frac{d}{2}}(p z) \int_{\epsilon}^{z} d z_{1} z_{1}^{-\frac{d}{2}-1} I_{\Delta-\frac{d}{2}}\left(p z_{1}\right) \mathcal{K}_{\Delta}\left(z_{1}, \vec{k}\right) \mathcal{K}_{\Delta}\left(z_{1},|\vec{p}-\vec{k}|\right) \tag{5.19}
\end{equation*}
$$

Any divergences that arise are regulated with $\epsilon$ and can be removed via holographic counterterm. To obtain the 3 -point function, we must find the $z^{\Delta}$ term. By power expanding the integrand (look at Appendix A for Bessel functions expansions), we find that the $z^{\Delta}$ term exists if

$$
\begin{equation*}
\frac{d}{2} \pm \beta \pm \beta \pm \beta=-2 k, \quad \beta=\Delta-\frac{d}{2}, \quad k=0,1,2 \ldots \tag{5.20}
\end{equation*}
$$

Consider now the contribution to the 3-point function from the inner region, $z<z_{1}$, whose integral is

$$
\begin{equation*}
I^{>}(z, \vec{p}, \vec{k})=z_{2}^{\frac{d}{2}} I_{\Delta-\frac{d}{2}}(p z) \int_{z}^{\infty} d z_{1} z_{1}^{-\frac{d}{2}-1} K_{\Delta-\frac{d}{2}}\left(p z_{1}\right) \mathcal{K}_{\Delta}\left(z_{1}, \vec{k}\right) \mathcal{K}_{\Delta}\left(z_{1},|\vec{p}-\vec{k}|\right) \tag{5.21}
\end{equation*}
$$

When $z \rightarrow 0$, the expansion of the bulk-to-bulk propagator is

$$
\begin{equation*}
\mathcal{G}_{\Delta}\left(z, \vec{p}, z_{1}\right)=\frac{z^{\Delta}}{2 \Delta-d} \mathcal{K}_{\Delta}\left(z_{1}, \vec{p}\right)+\mathcal{O}\left(z^{\Delta+2}\right), \quad \text { for } z_{1}>z \tag{5.22}
\end{equation*}
$$

the inner region integral gives

$$
\begin{equation*}
I^{>}(z, \vec{p}, \vec{k})=\frac{z^{\Delta}}{2 \Delta-d} \int_{z}^{\infty} d z_{1} z^{-\frac{d}{2}-1} \mathcal{K}_{\Delta}\left(z_{1}, p\right) \mathcal{K}_{\Delta}\left(z_{1}, k\right) \mathcal{K}_{\Delta}\left(z_{1},|p-\vec{k}|\right)+\mathcal{O}\left(z^{\Delta+2}\right) \tag{5.23}
\end{equation*}
$$

When we use the explicit form of the bulk-to-boundary propagator, this integral is proportional to a triple- $K$-integral with a lower cut-off.

We have to study how this integral behaves when $z \rightarrow 0$. The convergence at
$z \rightarrow 0$ demands

$$
\begin{equation*}
\left|\Delta-\frac{d}{2}\right|+\left|\Delta-\frac{d}{2}\right|+\left|\Delta-\frac{d}{2}\right|<\frac{d}{2} \tag{5.24}
\end{equation*}
$$

However, we can extend the treatment of these integrals considering the analytical continuation. From the expansion (A.4) we may consider the analytic continuation if

$$
\begin{equation*}
\frac{d}{2} \pm\left(\Delta-\frac{d}{2}\right) \pm\left(\Delta-\frac{d}{2}\right) \pm\left(\Delta-\frac{d}{2}\right) \neq 2 j \tag{5.25}
\end{equation*}
$$

holds for any choice of independent signs and non-negative integer $j$. When equality holds, the triple- $K$-integral has poles, and we must keep the cut-off.

If (5.25) is satisfied, the boundary integral, $I^{<}$vanishes and does not add local terms, while the inner region integral, $I^{>}$, reduces to a triple- $K$ - integral and the 3 -point function is

$$
\begin{equation*}
\left\langle\left\langle\mathcal{O}_{\Delta}\left(\vec{p}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{p}_{2}\right) \mathcal{O}_{\Delta}\left(\vec{p}_{3}\right)\right\rangle\right\rangle=-2 \lambda\left(\frac{2^{\frac{d}{2}-\Delta+1}}{\Gamma\left(\Delta-\frac{d}{2}\right)}\right)^{3} \int_{0}^{\infty} d z z^{\frac{d}{2}-1} \prod_{j=1}^{3} p_{j}^{\Delta-\frac{d}{2}} K_{\Delta-\frac{d}{2}}\left(z p_{j}\right) \tag{5.26}
\end{equation*}
$$

This triple- $K$-integral is finite, but it may be necessary to use the analytic continuation to define its precise value.

Meanwhile, if (5.25) does not hold, the boundary region is expected to contribute with a non-local part of the correlation function.

For further details and some examples, we refer to [55].

### 5.2 Quantum Correction

The holographic dictionary does not change whether we work in position or momentum space. Thus, the discussion presented in section 4.1 holds, and we will not repeat it now.

In agreement with the space position, we have to check whether the relevant integrals converge. The subsection 5.2 .1 studies the convergence of integrals composed of Bessel functions.

Having the relevant integral, we move on to compute the corresponding Witten diagram. For this purpose, the strategy is to take the integrals obtained in position space, for instance, the diagrams dictated by (4.64)-(4.67) and perform the Fourier transform along the transverse coordinate. The associated Witten diagram and the computation of the one loop 2-point function are done in subsection 5.2.2.

### 5.2.1 Relevant integrals

## The KK integral

We will work the general $K K$-integral, where $K$ stands for the $K$-Bessel function

$$
\begin{equation*}
I_{\alpha\left\{\beta_{1}, \beta_{2}\right\}}^{K K}\left(p_{1}, p_{2}\right)=\int_{0}^{\infty} d x x^{\alpha} K_{\beta_{1}}\left(p_{1} x\right) K_{\beta_{2}}\left(p_{2} x\right) p_{1}^{\beta_{1}} p_{2}^{\beta_{2}} \tag{5.27}
\end{equation*}
$$

The variables $p_{1}$ and $p_{2}$ will be relevant for the coming discussion of the renormalisability of the Witten diagram, and the superscript $K K$ denotes that we are considering the double- $K$-integral. Along the subsection, we will not use the superscript to saturate the notation, but we will recover it when we study the corresponding Witten diagram.

The integral converges if

$$
\begin{equation*}
\alpha>\left|\beta_{1}\right|+\left|\beta_{2}\right|-1 \tag{5.28}
\end{equation*}
$$

We want to check whether we can go beyond the convergence region. To do so, we will split the $x$ integral into a lower and upper region and see how it behaves. Each integral is defined as

$$
\begin{equation*}
I_{\alpha\left\{\beta_{1}, \beta_{2}\right\}}=I_{\alpha\left\{\beta_{1}, \beta_{2}\right\}}^{\text {lower }}+I_{\alpha\left\{\beta_{1}, \beta_{2}\right\}}^{\text {upper }}, \tag{5.29}
\end{equation*}
$$

with

$$
\begin{align*}
& I_{\alpha\left\{\beta_{1}, \beta_{2}\right\}}^{\mathrm{lower}}=\int_{0}^{\mu^{-1}} d x x^{\alpha} K_{\beta_{1}}\left(p_{1} x\right) K_{\beta_{2}}\left(p_{2} x\right) p_{1}^{\beta_{1}} p_{2}^{\beta_{2}}  \tag{5.30}\\
& I_{\alpha\left\{\beta_{1}, \beta_{2}\right\}}^{\mathrm{upper}}=\int_{\mu^{-1}}^{\infty} d x x^{\alpha} K_{\beta_{1}}\left(p_{1} x\right) K_{\beta_{2}}\left(p_{2} x\right) p_{1}^{\beta_{1}} p_{2}^{\beta_{2}}, \tag{5.31}
\end{align*}
$$

where $p_{1}, p_{2}>0$ and $\mu$ some positive constant.
From eq (A.7) and eq (A.16), we can prove that the upper integral has no poles. Therefore, we say that the $K K$-integral has no UV divergence.

The lower integral demands more attention. Assuming the index of the Bessel function to be an integer, i.e. $\beta=n, n=0,1,2, \ldots$ and using the eq.(A.6) we will find the following kind of integrals

$$
\begin{align*}
& \int_{0}^{\mu^{-1}} x^{a} \log ^{n}(x)=\frac{1}{a+1}\left[\log ^{n}\left(\mu^{-1}\right)\left(-(a+1) \log \left(\mu^{-1}\right)\right)^{-n}\right.  \tag{5.32}\\
& \left.\left(\Gamma\left(n+1,-(a+1) \log \left(\mu^{-1}\right)\right)-\Gamma(n+1)\right)+(-1)^{n}(a+1)^{-n} \Gamma(n+1)\right]
\end{align*}
$$

where $\Gamma(n, x)$ is the incomplete gamma function. The l.h.s integral is convergent for $a>-1$.

Using the representation (A.17) give by, $\Gamma(n, x)=(n-1)!e^{-x} \sum_{k=0}^{n-1} x^{k} / k$ !, we have

$$
\begin{equation*}
\int_{0}^{\mu^{-1}} x^{a} \log ^{n}(x) d x=\frac{(-1)^{n} n!}{(a+1)^{n+1}} \mu^{-(a+1)} \sum_{j=0}^{n} \frac{(a+1)^{j} \log ^{j} \mu}{j!}, n=0,1,2, \ldots \tag{5.33}
\end{equation*}
$$

We may notice that $a=-1$ is a pole of order $n+1$. Apart from this value, the r.h.s is
analytic. Expanding around $a=-1$, the integral behaves as

$$
\begin{equation*}
\int_{0}^{\mu^{-1}} x^{a} \log ^{n} x d x=\frac{(-1)^{n} n!}{(a+1)^{n+1}}+\frac{(-1)^{n} \log ^{n+1}\left(\mu^{-1}\right)}{n+1}+\mathcal{O}(a+1) \tag{5.34}
\end{equation*}
$$

so any possible pole at $a=-1$ does not depend on $\mu$.
For the double- $K$ - integral (5.27)

$$
\begin{equation*}
a=\alpha \pm \beta_{1} \pm \beta_{2}+2 k, \quad k=0,1,2, \ldots \tag{5.35}
\end{equation*}
$$

with $k$ representing the power in the series of the Bessel function. This is the same condition found for the triple $K$-Bessel integral (5.20), but for the double $K$-Bessel integral.

To avoid poles, we must demand

$$
\begin{equation*}
\alpha \pm \beta_{1} \pm \beta_{2}+1 \neq-2 k \tag{5.36}
\end{equation*}
$$

This equation has to be read, keeping in mind that it must hold for every combination of signs. If at least one combination of signs satisfies the equality, there will be poles in the integral.

So the existence of pole is given by the $\sigma_{i} \in\{ \pm 1\}$ such that

$$
\begin{equation*}
\alpha+1+\sigma_{1} \beta_{1}+\sigma_{2} \beta_{2}=-2 k, \quad k=0,1,2, \ldots \tag{5.37}
\end{equation*}
$$

The combination of sign that satisfies $(5.37)$ will be called $(+,+),(-,-)$ and $(+,-)$ depending on which holds. More than one combination may be satisfied giving more divergences.

## The KI integral

Another very important integral is the $K I$ integral. We will proceed similarly as we did with the $K K$ - integral.

Consider the general integral

$$
\begin{equation*}
I_{\left\{\alpha, \beta_{1}, \beta_{2}\right\}}^{K I}\left(p_{1}, p_{2}\right)=\int_{0}^{\infty} d z z^{\alpha} K_{\beta_{1}}\left(p_{1} z\right) I_{\beta_{2}}\left(p_{2} z\right) \tag{5.38}
\end{equation*}
$$

with $\alpha, \beta_{1}, \beta_{2}>0$. To simplify the notation, we will omit these labels.
In the same way, as we did for the KK integral, we will split the range of the integrals

$$
\begin{equation*}
I=I^{\text {lower }}+I^{\text {upper }} \tag{5.39}
\end{equation*}
$$

with,

$$
\begin{align*}
I^{\text {lower }} & =\int_{0}^{\mu^{-1}} d z z^{\alpha} K_{\beta_{1}}\left(p_{1} z\right) I_{\beta_{2}}\left(p_{2} z\right)  \tag{5.40}\\
I^{\mathrm{upper}} & =\int_{\mu^{-1}}^{\infty} d z k^{\alpha} K_{\beta_{1}}\left(p_{1} z\right) I_{\beta_{2}}\left(p_{2} z\right) \tag{5.41}
\end{align*}
$$

and study each integral separately.
In the lower integral, we will consider (A.4) or (A.6) depending on whether $\beta_{1}$ is an integer or not; and (A.3). So we find the following kind of integral

$$
\begin{equation*}
\int_{0}^{\mu^{-1}} d z z^{a} \log ^{N}(z) \tag{5.42}
\end{equation*}
$$

The result of this integral is given by (5.33) for $a>-1$. Thus following the same steps as we did for the $K K$-integral, we may consider the analytical continuation and check that there is a pole at $a=-1$ of order $N+1$.

The pole existence condition for (5.38) is

$$
\begin{equation*}
\alpha+\sigma \beta_{1}+\beta_{2}+1=-2 n, \quad n=0,1,2, \ldots \tag{5.43}
\end{equation*}
$$

for some $\sigma \in\{ \pm 1\}$. If no-combination of $\sigma \in\{ \pm 1\}$ gives the equality, then there is no pole, and we can consider the result of the analytical continuation.

In the upper integral using (A.7) and (A.8) we will find the following kind of integral

$$
\int_{\mu^{-1}}^{\infty} d z e^{-\left(p_{1}-p_{2}\right) z} z^{\alpha-n_{1}-n_{2}-1}=\frac{1}{\left(p_{1}-p_{2}\right)^{\alpha-n_{1}-n_{2}}} \Gamma\left(\alpha-n_{1}-n_{2}, \frac{p_{1}-p_{2}}{\mu}\right)
$$

Where $n_{1}, n_{2}$ are the powers in the power expansion of each Bessel function, then $n_{1}, n_{2}$ are non-negative integers. The $z$ integral is convergent for $\alpha<n_{1}+n_{2}$, or equivalently $\alpha<0$ and $p_{1}-p_{2} \geq 0$; or $p_{1}>p_{2}$. [81].

However, we shall check whether we can go beyond the convergence regime.

The possible poles arise for $p_{1}=p_{2}$.

- For $\alpha-n_{1}-n_{2}>0$, the pole is due to the denominator. In this case, expanding around $p_{1} \rightarrow p_{2}$ we find

$$
\begin{equation*}
\frac{\Gamma\left(\alpha-n_{1}-n_{2}\right)}{\left(p_{1}-p_{2}\right)^{\alpha-n_{1}-n_{2}}}-\frac{1}{\mu^{\alpha-n_{1}-n_{2}}\left(\alpha-n_{1}-n_{2}\right)}+\mathcal{O}\left(p_{1}-p_{2}\right) \tag{5.44}
\end{equation*}
$$

Then, the pole of order $\alpha-n_{1}-n_{2}$ at $p_{1}=p_{2}$ does not depend on $\mu$.

- On the other hand, if $\alpha-n_{1}-n_{2}<0$, then the pole comes from the incomplete Gamma function.

While if $p_{1} \neq p_{2}$, the incomplete gamma function is well behaved as long as $p_{1}>p_{2}$ [82].

## The $\mathcal{G}^{2}$ integral

We will study how to work the integral

$$
\begin{equation*}
I_{3}\left(z_{1}\right)=\int \frac{d z_{2}}{z_{2}^{d+1}} \int d \vec{k}_{1} \mathcal{G}_{\Delta}\left(z_{1},-\vec{k}_{1}, z_{2}\right) \mathcal{G}_{\Delta}\left(z_{1},-\vec{k}_{1}, z_{2}\right) . \tag{5.45}
\end{equation*}
$$

Explicitly this integral is

$$
\begin{align*}
I_{3}\left(z_{1}\right) & =z_{1}^{d} S_{d}\left[\int_{0}^{\infty} d k_{1} k_{1}^{d-1} K_{\Delta-\frac{d}{2}}\left(k_{1} z_{1}\right)^{2} \int_{0}^{z_{1}} \frac{d z_{2}}{z_{2}} I_{\Delta-\frac{d}{2}}\left(k_{1} z_{2}\right)^{2}\right.  \tag{5.46}\\
& \left.+\int_{0}^{\infty} d k_{1} k_{1}^{d-1} I_{\Delta-\frac{d}{2}}\left(k_{1} z_{1}\right)^{2} \int_{z_{1}}^{\infty} \frac{d z_{2}}{z_{2}} K_{\Delta-\frac{d}{2}}\left(k_{1} z_{2}\right)^{2}\right]
\end{align*}
$$

Where $S_{d}$ is the area of the $d$ dimensional sphere. On each $z_{2}$ integral, we can do a change of variables $z_{2} \rightarrow u=k_{1} z_{2}$ for fixed $k_{1}$

$$
\begin{align*}
I_{3}\left(z_{1}\right) & =z_{1}^{d} S_{d}\left[\int_{0}^{\infty} d k_{1} k_{1}^{d-1} K_{\Delta-\frac{d}{2}}\left(k_{1} z_{1}\right)^{2} \int_{0}^{k_{1} z_{1}} \frac{d u}{u} I_{\Delta-\frac{d}{2}}(u)^{2}\right.  \tag{5.47}\\
& \left.+\int_{0}^{\infty} d k_{1} k_{1}^{d-1} I_{\Delta-\frac{d}{2}}\left(k_{1} z_{1}\right)^{2} \int_{k_{1} z_{1}}^{\infty} \frac{d u}{u} K_{\Delta-\frac{d}{2}}(u)^{2}\right]
\end{align*}
$$

Notice that in the second line, we have a $K K$ integral where the lower limit works as a cut-off, ensuring the finiteness of this integral. Working for the $k_{1}$ integral we may change $k_{1} \rightarrow w=k_{1} z_{1}$, such that

$$
\begin{align*}
I_{3} & =S_{d}\left[\int_{0}^{\infty} d w w^{d-1} K_{\Delta-\frac{d}{2}}(w)^{2} \int_{0}^{w} \frac{d u}{u} I_{\Delta-\frac{d}{2}}(u)^{2}\right.  \tag{5.48}\\
& \left.+\int_{0}^{\infty} d w w^{d-1} I_{\Delta-\frac{d}{2}}(w)^{2} \int_{w}^{\infty} \frac{d u}{u} K_{\Delta-\frac{d}{2}}(u)^{2}\right] .
\end{align*}
$$

So, in exact agreement with (4.26), the $I_{3}$ integral is just a constant.

### 5.2.2 2-point function

Having studied integrals of Bessel functions, we focus on computing the 1-loop correction to the 2-point function for a $\Phi^{4}$ theory in the bulk. The corresponding Witten diagram is exactly like Feynman's diagram in standard QFT, where momentum in the loop is conserved.

## The tadpole

By considering the Witten diagram 4.4

$$
\begin{equation*}
\left\langle\left\langle\mathcal{O}_{\Delta}\left(\vec{p}_{1}\right) \mathcal{O}_{\Delta}\left(\overrightarrow{p_{2}}\right)\right\rangle\right\rangle_{q}=\int_{0}^{\infty} \frac{d z}{z^{d+1}} \int d \vec{k} \mathcal{K}_{\Delta}\left(\overrightarrow{p_{1}}, z\right) \mathcal{G}_{\Delta}(z, \vec{k}, z) \mathcal{K}_{\Delta}\left(\overrightarrow{p_{1}}, z\right) \tag{5.49}
\end{equation*}
$$

whose Witten diagram is in figure 5.1,


Figure 5.1: Tadpole Witten diagram in momentum space.

Using the propagators (5.6) and (5.7), we will have

$$
\begin{align*}
& \left\langle\mathcal{O}_{\Delta}\left(p_{1}\right) \mathcal{O}_{\Delta}\left(p_{2}\right)\right\rangle_{q}=\delta\left(\vec{p}_{1}+\vec{p}_{2}\right) \frac{2^{d-2 \Delta+2}}{\Gamma\left(\Delta-\frac{d}{2}\right)^{2}} p_{1}^{2 \Delta-d} \\
& \quad \int_{0}^{\infty} d z K_{\Delta-\frac{d}{2}}\left(z p_{1}\right) K_{\Delta-\frac{d}{2}}\left(z p_{1}\right) \int d \vec{k} z^{d-1} I_{\Delta-\frac{d}{2}}(k z) K_{\Delta-\frac{d}{2}}(k z) . \tag{5.50}
\end{align*}
$$

First, we will work the $\vec{k}$ integral. Using spherical coordinates $\vec{k}=k \hat{\rho}$ we will have

$$
\begin{align*}
\int d \vec{k} I_{\Delta-\frac{d}{2}}(k z) K_{\Delta-\frac{d}{2}}(k z) & =S_{d} \int_{0}^{\infty} d k k^{d-1} I_{\Delta-d / 2}(k z) K_{\Delta-d / 2}(k z)  \tag{5.51}\\
& =S_{d} I_{\left\{d-1, \Delta-\frac{d}{2}, \Delta-\frac{d}{2}\right\}}^{I K}(z, z) \tag{5.52}
\end{align*}
$$

with $S_{d}=\frac{2 \pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2}\right)}$ the area of the sphere.
Comparing with equation (5.51), we identify $\alpha=d-1$, so the integral is convergent for $0<d<1$. The integral is finite in this range so we can manipulate it. Doing a change of variable $u=k z$, we will have

$$
\begin{align*}
I_{\left\{d-1, \Delta-\frac{d}{2}, \Delta-\frac{d}{2}\right\}}^{I K}(z, z) & =\frac{S_{d}}{z^{d}} \int_{0}^{\infty} d u u^{d-1} K_{\Delta-\frac{d}{2}}(u) I_{\Delta-\frac{d}{2}}(u)  \tag{5.53}\\
& =\frac{S_{d}}{z^{d}} I_{\left\{d-1, \Delta-\frac{d}{2}, \Delta-\frac{d}{2}\right\}}^{I K}(1,1) .
\end{align*}
$$

So, we have isolated the $z$-dependence and we are left with a constant integral for $d<1$.

However, we may still be able to consider the analytic continuation to $d>1$. Indeed,

$$
\begin{align*}
I_{\left\{-1, \Delta-\frac{d}{2}, \Delta-\frac{d}{2}\right\}}^{I K}(1,1) & =\int_{0}^{\infty} d u u^{d-1} I_{\Delta-\frac{d}{2}}(u) K_{\Delta-\frac{d}{2}}(u) \\
& =\frac{\Gamma\left(\frac{1}{2}-\frac{d}{2}\right) \Gamma\left(\frac{d}{2}\right) \Gamma(\Delta)}{4 \sqrt{\pi} \Gamma(\Delta-d+1)}, \quad \text { for } d<1 . \tag{5.54}
\end{align*}
$$

In the last line, we shall notice that it is possible to consider the analytic continuation to $d>1$. It turns out that it is finite for $d:$ even but may diverge for $d:$ odd. In the former case, we can use dimensional regularisation such that $d \rightarrow d-\kappa$, where $\kappa$ is the UV regulator. The former formula is the result in (4.45).

Having regularised the UV problem, we now focus on checking whether the $I K$ integral has IR divergences.

The pole condition (5.43) determines the behaviour of the lower integral. For $\beta=\Delta-d / 2>0$ is

$$
\begin{equation*}
\frac{d}{2}(1-\sigma)+\Delta(1+\sigma)=-2 n, \quad \sigma=\{ \pm 1\} \tag{5.55}
\end{equation*}
$$

The different conditions come from the sign of $\sigma$,

- If $\sigma=-1$ then $d=-2 n$, this never happens.
- If $\sigma=+1$ we have $\Delta=-n$ and this never happens because we are considering $\Delta>d / 2>0$.

So, for $\Delta>\frac{d}{2}$, the $K I$-integral is always IR convergent. This is the conformal dimensions that we are working

Aside Commentary It is well known that unitarity allows having $\Delta>\frac{d-2}{2}$. So considering $\frac{d-2}{2}<\Delta<\frac{d}{2}$ this is having negative $\beta$. To work this, we will take $\beta \rightarrow-\beta$, keeping $\beta$ positive. The function $K_{\beta}(x)=K_{-\beta}(x)$, while $I_{\beta}(x)=I_{-\beta}(x)$ for $\beta \in \mathbb{N}$ and we notice that the pole existence (5.43) in the lower limit becomes

$$
\begin{equation*}
\alpha+\sigma \beta_{1}-\beta_{2}+1=-2 n \tag{5.56}
\end{equation*}
$$

- If $\sigma=1$ we have $d=-2 n$ which is not possible.
- If $\sigma=-1$,

$$
\begin{equation*}
\Delta-d=n, \quad n=0,1,2, \ldots \tag{5.57}
\end{equation*}
$$

which may hold depending on certain values of $d$ and $\Delta$.

In summary, when $\Delta>d / 2$, the loop integral (5.51) is IR finite but UV divergent. While if $(d-2) / 2<\Delta \leq d / 2$ there can be IR divergence.

In $[52,53]$, they notice that for $d=3$ and $\Delta=2$ there are no IR divergences, and for $d=3$ and $\Delta=1$ there are IR divergences. This is in complete agreement with our conclusions.

We will only consider $\Delta>\frac{d}{2}$
We are still left to work on the $K K$ integral. As we saw in section 5.2.1, the integral is UV convergent,

$$
\begin{equation*}
I_{\left\{-1, \Delta-\frac{d}{2}, \Delta-\frac{d}{2}\right\}}^{K K}=p_{1}^{2 \Delta-d} \int_{0}^{\infty} d z z^{-1} K_{\Delta-\frac{d}{2}}\left(z p_{1}\right) K_{\Delta-\frac{d}{2}}\left(z p_{1}\right) \tag{5.58}
\end{equation*}
$$

Through a change of variables, $w=z p_{1}$, we can prove that the integral, in principle, does not depend on $p_{1}$. However, this is incorrect because the pole condition (5.37) tells us that there can be IR divergences. In this case, the pole condition is

$$
\begin{equation*}
\left(\Delta-\frac{d}{2}\right)\left(\sigma_{1}+\sigma_{2}\right)=-2 k, k=0,1,2 \ldots \tag{5.59}
\end{equation*}
$$

despite $\beta_{1}=\beta_{2}=\Delta-\frac{d}{2}$, the $\sigma$ 's are different because they come from the series expansion of each Bessel function. Here are three different situations that we have to check case by case,
$(+,+)$ This correspond to

$$
\begin{equation*}
\Delta-\frac{d}{2}=-k, \quad k=0,1,2, \ldots \tag{5.60}
\end{equation*}
$$

For $\Delta>\frac{d}{2}$ is never satisfied. But if we are in $\frac{d-2}{2}<\Delta \leq \frac{d}{2}$ it can be satisfied for some values of $k$.
$(+,-)$ It is direct to see from the l.h.s of (5.59) is satisfied identically for $k=0$.
$(-,-)$ This is

$$
\begin{equation*}
\Delta-\frac{d}{2}=k, \quad k=0,1,2, \ldots \tag{5.61}
\end{equation*}
$$

Is satisfied for $\Delta=\frac{d}{2}+k, k=0,1,2, \ldots$.

From the condition $(+,-)$, we see that there is at least one pole. From condition $(+,+)$ there will be more poles for $\Delta-d / 2 \in \mathbb{Z}$.

As at least one pole existence condition is always satisfied, IR divergence will always exist. To regulate the divergence, we use the same regulator used in tree-level holography; this is a cut-off $\epsilon$ in the lower limit. Defining the regulated KK- integral as

$$
\begin{equation*}
I_{\left\{-1, \Delta-\frac{d}{2}, \Delta-\frac{d}{2}\right\}}^{K K}\left(\epsilon, p_{1}\right)=\lim _{\epsilon \rightarrow 0} p_{1}^{2 \Delta-d} \int_{\epsilon}^{\infty} d z z^{-1} K_{\Delta-\frac{d}{2}}\left(z p_{1}\right) K_{\Delta-\frac{d}{2}}\left(z p_{1}\right) \tag{5.62}
\end{equation*}
$$

Doing a change of variable $w=z p_{1}$, we will have

$$
\begin{equation*}
I_{\left\{-1, \Delta-\frac{d}{2}, \Delta-\frac{d}{2}\right\}}^{K K}=\lim _{\epsilon \rightarrow 0} p_{1}^{2 \Delta-d} \int_{\epsilon p_{1}}^{\infty} d w w^{-1} K_{\Delta-\frac{d}{2}}(w) K_{\Delta-\frac{d}{2}}(w) \tag{5.63}
\end{equation*}
$$

Here is explicit the importance of performing the change of variable on the regulated integral rather than the original integral (5.58). The regulated integral depends on the momentum $p_{1}$ through the lower limit.

To compute the $K K$ integral, we can follow the idea of the $D_{\Delta, \Delta}$ in position space by taking a derivative with respect to the lower limit of the integral and integrating it back. However, it is possible to compute the full integral using some software, for instance, Mathematica [83]. The result is given in Appendix C.4. Assuming $\Delta-\frac{d}{2} \neq$ $n, n=0,1,2, \ldots$, for simplicity, and expanding around $\epsilon \rightarrow 0$ the $I^{K K}$ is

$$
\begin{align*}
& I_{\left\{-1, \Delta-\frac{d}{2}, \Delta-\frac{d}{2}\right\}}^{K K}=\lim _{\epsilon \rightarrow 0}\left[\epsilon^{d-2 \Delta}\left(-\frac{2^{2 \Delta-d} \Gamma\left(-\frac{d}{2}+\Delta+1\right)^{2}}{(d-2 \Delta)^{3}}+O\left(\epsilon^{2}\right)\right)\right.  \tag{5.64}\\
& \left.+\frac{1}{4} p_{1}^{2 \Delta-d} \Gamma\left(\frac{d}{2}-\Delta\right) \Gamma\left(\Delta-\frac{d}{2}\right)\left(\psi^{(0)}\left(\frac{d}{2}-\Delta\right)+\psi^{(0)}\left(\Delta-\frac{d}{2}\right)+\log \left(\frac{4}{p^{2} \epsilon^{2}}\right)\right)+\ldots\right]
\end{align*}
$$

The first terms are local divergences that can be removed with local counterterms. On the other hand, the second line is a non-local term that comes from the regulated integral and plays a crucial role. For the case $\Delta-\frac{d}{2}=n, n=0,1,2, \ldots$, there is an additional
term that goes as $\log ^{2}$ in the series. This can be seen from the pole existence condition for the $K K$ integral where two conditions are satisfied. Either we have just a log or a $\log ^{2}$ term; both play the same role in interpreting the result.

Then, the finite 1-loop correction to the 2-point function is

$$
\begin{align*}
\left\langle\left\langle\mathcal{O}_{\Delta}\left(p_{1}\right) \mathcal{O}_{\Delta}\left(p_{2}\right)\right\rangle\right\rangle_{\text {finite }}^{1-\text { Tadpole }} & =\frac{2^{d-2 \Delta} \Gamma\left(\frac{d}{2}-\Delta\right) p^{2 \Delta-d}}{\Gamma\left(\Delta-\frac{d}{2}\right)} I^{I K}(-2 \log (p \epsilon)+\log (4)  \tag{5.65}\\
& \left.\psi^{(0)}\left(\frac{d}{2}-\Delta\right)+\psi^{(0)}\left(\Delta-\frac{d}{2}\right)\right)
\end{align*}
$$

where $I^{I K}$ is a constant given by equation (5.54) and is a constant, in position is the equivalent of $G_{\Delta, \kappa}(1)$.

## Renormalisation

The renormalisation problem is very similar to what is done in position space. We will sketch the important feature; for further details, we refer to section 4.4.1.

The 2-point function is given by the tree level computation (5.12) plus the 1-tadpole correction (5.65)

$$
\begin{align*}
& \left\langle\left\langle\mathcal{O}_{\Delta}\left(\vec{p}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{p}_{2}\right)\right\rangle\right\rangle=\left\langle\left\langle\mathcal{O}_{\Delta}\left(\vec{p}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{p}_{2}\right)\right\rangle\right\rangle_{\text {IR finite }}^{\text {tree }}-\frac{\lambda}{2}\left\langle\left\langle\mathcal{O}_{\Delta}\left(\vec{p}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{p}_{2}\right)\right\rangle\right\rangle_{\text {finite }}^{1 \text { Tadpole }} \\
& =-(2 \Delta-d) \frac{2^{d-2 \Delta} \Gamma\left(\frac{d}{2}-\Delta\right) p^{2 \Delta-d}}{\Gamma\left(\Delta-\frac{d}{2}\right)}(1+2 \lambda \gamma(\log (p \epsilon)-\log (2) \\
& \left.\left.-\frac{\psi^{(0)}\left(\frac{d}{2}-\Delta\right)+\psi^{(0)}\left(\Delta-\frac{d}{2}\right)}{2}\right)\right) \tag{5.66}
\end{align*}
$$

where we called

$$
\begin{equation*}
\gamma=\frac{I^{I K}}{2(2 \Delta-d)} \tag{5.67}
\end{equation*}
$$

which is UV divergent.
Equation (5.66) has the same structure as (4.82). So, as we did in subsection 4.4.1,
we renormalise the UV divergence by introducing a mass counterterm.

Having renormalised the mass, we still have the IR regulator in the $\log (\epsilon)$ term. This divergence cannot be renormalised by adding a boundary counterterm. Nevertheless, the $\log (\epsilon)$ term is renormalised by source renormalisation.

The renormalised holographic two-point function up to 1-loop for operators with conformal dimension $\Delta-\frac{d}{2}$ non-integer is

$$
\begin{equation*}
\left\langle\left\langle\mathcal{O}_{\Delta_{r}}\left(\vec{p}_{1}\right) \mathcal{O}_{\Delta_{r}}\left(\vec{p}_{2}\right)\right\rangle\right\rangle=-\left(2 \Delta_{r}-d\right) \frac{2^{d-2 \Delta_{r}} \Gamma\left(\frac{d}{2}-\Delta_{r}\right) p^{2 \Delta_{r}-d}}{\Gamma\left(\Delta_{r}-\frac{d}{2}\right)} . \tag{5.68}
\end{equation*}
$$

### 5.2.3 Further Diagrams

As we did in position space, it is natural to go beyond order $\lambda^{2}$ for the 2-point and 4-point functions. Similarly, as we did in position space, we can perform the eight-diagram. In other diagrams, such as the double tadpole or the sunset, the bulk-to-boundary propagators are connected through bulk-to-bulk propagators leading to difficulties in working these diagrams.

However, let us start with the eight-diagram.

## The eight-diagram

The eight-diagram in momentum space is dictated by

$$
\begin{equation*}
E=\int_{0}^{\infty} \frac{d z_{1}}{z_{1}^{d+1}} \mathcal{K}_{\Delta}\left(z_{1}, \vec{p}_{1}\right) \mathcal{K}_{\Delta}\left(z_{1},-\vec{p}_{1}\right) I\left(z_{1}\right) \tag{5.69}
\end{equation*}
$$

where

$$
\begin{align*}
I\left(z_{1}\right) & =\int_{0}^{\infty} \frac{d z_{2}}{z_{2}^{d+1}} \int d \vec{k}_{1} \mathcal{G}_{\Delta}\left(z_{1},-\vec{k}_{1}, z_{2}\right) \mathcal{G}_{\Delta}\left(z_{1}, \vec{k}_{1}, z_{2}\right) \int d \vec{k}_{2} \mathcal{G}_{\Delta}\left(z_{2},-\vec{k}_{2}, z_{2}\right) \\
& =\int_{0}^{\infty} \frac{d z_{2}}{z_{2}} \int d \vec{k}_{1} \mathcal{G}_{\Delta}\left(z_{1},-\vec{k}_{1}, \vec{z}_{2}\right) \mathcal{G}_{\Delta}\left(z_{1}, \vec{k}_{1}, \vec{z}_{2}\right) \int d \vec{k}_{2} K_{\Delta-\frac{d}{2}}\left(z_{2} k_{2}\right) I_{\Delta-\frac{d}{2}}\left(z_{2} k_{2}\right) \tag{5.70}
\end{align*}
$$

are the loops. The Witten diagram is shown in Figure 5.2. The $\vec{k}_{2}$ integral is given by


Figure 5.2: eight-diagram in momentum space. The bottom loop is composed of two bulk-to-bulk propagators, one with momentum $\vec{k}_{1}$ and the other with momentum $-\vec{k}_{1}$; the top loop has momentum $\vec{k}_{2}$.
(5.51). Using this, we have

$$
\begin{align*}
\left\langle\left\langle\mathcal{O}_{\Delta}\left(\vec{p}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{p}_{2}\right)\right\rangle\right\rangle_{E} & =S_{d} I_{\left\{d-1, \Delta-\frac{d}{2}, \Delta-\frac{d}{2}\right\}}^{I K} \int_{0}^{\infty} \frac{d z_{1}}{z_{1}^{d+1}} \mathcal{K}_{\Delta}\left(z_{1}, \vec{p}_{1}\right) \mathcal{K}_{\Delta}\left(z_{1},-\vec{p}_{1}\right)  \tag{5.71}\\
& \times \int_{0}^{\infty} \frac{d z_{2}}{z_{2}^{d+1}} \int d \vec{k}_{1} \mathcal{G}_{\Delta}\left(z_{1},-\vec{k}_{1}, z_{2}\right) \mathcal{G}_{\Delta}\left(z_{1}, \vec{k}_{1}, z_{2}\right) \tag{5.72}
\end{align*}
$$

The former line corresponds to a constant given by (5.2.1).
Then, the structure of the eight-diagram in momentum space is

$$
\begin{equation*}
\left\langle\left\langle\mathcal{O}_{\Delta}\left(\vec{p}_{1}\right) \mathcal{O}_{\Delta}\left(\vec{p}_{2}\right)\right\rangle\right\rangle_{E}=S_{d} I_{\left\{d-1, \Delta-\frac{d}{2}, \Delta-\frac{d}{2}\right\}}^{I K} I_{2} \int_{0}^{\infty} \frac{d z_{1}}{z_{1}^{d+1}} \mathcal{K}_{\Delta}\left(z_{1}, \vec{p}_{1}\right) \mathcal{K}_{\Delta}\left(z_{1},-\vec{p}_{1}\right) \tag{5.73}
\end{equation*}
$$

which has the same structure obtained in the position space (4.77).

## Other diagrams

Consider, for example, the sunset diagram

$$
\begin{array}{r}
S=\int_{0}^{\infty} \frac{d z_{1}}{z_{1}^{d+1}} \frac{d z_{2}}{z_{2}^{d+1}} \mathcal{K}_{\Delta}\left(z_{1}, \vec{p}_{1}\right) \mathcal{K}_{\Delta}\left(z_{2},-\vec{p}_{1}\right) \int d \vec{k}_{1} \vec{k}_{2}\left[\mathcal{G}_{\Delta}\left(z_{1}, \vec{k}_{1}, z_{2}\right)\right.  \tag{5.74}\\
\left.\mathcal{G}_{\Delta}\left(z_{1}, \vec{k}_{2}, z_{2}\right) \mathcal{G}_{\Delta}\left(z_{1}, \vec{p}-\vec{k}_{1}-\vec{k}_{2}, z_{2}\right)\right]
\end{array}
$$

We know from the position space treatment that this diagram is proportional to the $\mathcal{K}^{2}$ integral. However, we have not been able to isolate the structure of this integral. This is because the bulk-to-boundary propagator does not coincide in a single point, so they are connected through a bulk-to-bulk propagator that exchanges momentum. The same problem arises in bulk $\Phi^{3}$ interacting theory, where the holographic 4-point function at tree level has not been explicitly computed ${ }^{2}$ yet.

Other diagrams, like the double tadpole or the loop 4-point function, have the same problems.

[^5]
## Chapter 6

## Introduction to Graviton Propagator

We have worked on loop corrections for scalars on an AdS background. In this sense, it corresponds to a toy model that shows the structure of how to work quantum correction to holographic correlation functions and how to deal with the renormalisation problem.

However, as we know from GR, spacetime interacts with matter. Therefore, to work with more realistic models, we must include the interaction between scalar fields and gravitons. Additionally, it is well-known [84, 85] that type IIB SUGRA contains scalar fields interacting with gravity and has a CFT dual.

As we have seen in previous chapters, propagators are crucial for studying quantum correction for holographic correlation functions. To include gravitons, we need the bulk-toboundary propagator [85] and the bulk-to-bulk propagator. The former has been reported on-shell only[84, 86]. This means that it is obtained by inverting linearised Einstein equations that do not have an arbitrary source because it must be covariantly conserved. To include loops of gravitons, we need the off-shell graviton propagator.

As gravity is a gauge theory, we will use standard QFT techniques to quantise gauge theories. Following the Becchi-Rouet-Stora-Tyutin (BRST) quantisation [59, 87, 88, 89] for gravitons.

This chapter is still a work in progress. However, the general idea of how to obtain the off-shell graviton propagator in AdS is proposed.

### 6.1 Short introduction to BRST

The path integral can be seen as the sum over all possible configurations; these include those related through a gauge transformation. So in the path integral, we will be overcounting different configurations that are physically the same.

Consider a gauge transformation $\epsilon^{\alpha} \delta_{\alpha}$, where $\alpha$ is not necessarily a discrete label. A gauge transformation satisfies an algebra $\left[\delta_{\alpha}, \delta_{\beta}\right]=f_{\alpha \beta}^{\gamma} \delta_{\gamma}$.

The way to deal with the gauge invariance in the path integral is by fixing the gauge condition $F^{A}(\Phi)=0$ and consider

$$
\begin{equation*}
Z=\int \frac{D \Phi_{i}}{V_{\text {gauge }}} e^{-S} \tag{6.1}
\end{equation*}
$$

where $V_{\text {gauge }}$ is the volume of gauge transformation, $\Phi_{i}$ denotes all the gauge invariants fields, and $S$ is the gauge invariant action.

Then, following the Faddeev-Popov procedure, the path integral becomes

$$
\begin{equation*}
Z=\int D \Phi_{i} D B_{A} D b_{A} D c^{\alpha} e^{-S-S_{g f}-S_{F P}} \tag{6.2}
\end{equation*}
$$

where $B_{A}$ is an auxiliary field, called Nakanishi-Lautrup; $b_{A}$ is the anti-ghost, and $c^{\alpha}$ is a ghost, $S$ is the original gauge invariant action, $S_{g f}$ is the gauge fixing action and $S_{F P}$ is the Faddeev-Popov action. Each new action is given by

$$
\begin{align*}
& S_{G F}=-i \int d^{d+1} x \sqrt{g} B_{A} F^{A}  \tag{6.3}\\
& S_{F P}=\int d^{d+1} x \sqrt{g} b_{A} c^{\alpha} \delta_{\alpha} F^{A}(\Phi) \tag{6.4}
\end{align*}
$$

where $\delta_{\alpha} F^{A}$ is a gauge transformation over the gauge fixing function. Notice that the integration over $B_{A}$ gives a Dirac delta that ensures the gauge fixing. By fixing the gauge, we are breaking the gauge invariance

Becchi-Rouet-Stora-Tyutin (BRST) notice that the path integral has a new symmetry, larger than the gauge symmetry, called the BRST symmetry. The BRST symmetry has associated BRST transformations

$$
\begin{align*}
\delta_{B} \Phi_{i} & =-i \epsilon c^{\alpha} \delta_{\alpha} \Phi_{i},  \tag{6.5}\\
\delta_{B} B_{A} & =0,  \tag{6.6}\\
\delta_{B} b_{A} & =\epsilon B_{A},  \tag{6.7}\\
\delta_{B} c^{\alpha} & =\frac{i}{2} \epsilon f_{\beta \gamma}^{\alpha} c^{\beta} c^{\gamma}, \tag{6.8}
\end{align*}
$$

that leaves the whole path integral unchanged. The field change is just a gauge symmetry but exchanging the parameter by a ghost. As BRST symmetry is a symmetry of the path integral, the physical state must be BRST invariant. The proof is in [59] and referenced therein.

In the next section, we will compute the quadratic expansion of the Einstein-Hilbert action and include the gauge fixing action.

### 6.2 Einstein Hilbert action up to quadratic order

To obtain the graviton propagator, we start from the Einstein-Hilbert action with cosmological constant

$$
\begin{equation*}
S=\int d^{d+1} x \sqrt{g}(R-2 \Lambda) \tag{6.9}
\end{equation*}
$$

and consider the metric to be split into a classical part and a quantum fluctuation, $g_{\mu \nu}=$ $\bar{g}_{\mu \nu}+h_{\mu \nu}$, where $\bar{g}_{\mu \nu}$ solves free Einstein equations $G_{\mu \nu}+\Lambda g_{\mu \nu}=0$ and $h_{\mu \nu}$ does not follow
the equation of motion. The expansion reads,

$$
\begin{equation*}
S[g]=S[\bar{g}]+\left.\frac{\delta S}{\delta g^{\mu \nu}}\right|_{g=\bar{g}} h^{\mu \nu}+\left.\frac{1}{2} \frac{\delta^{2} S}{\delta g^{\mu \nu} \delta g^{\alpha \beta}}\right|_{g=\bar{g}} h^{\mu \nu} h^{\alpha \beta} . \tag{6.10}
\end{equation*}
$$

It is well known that

$$
\begin{gather*}
\delta g_{\alpha \beta}=-g_{\mu \alpha} g_{\nu \beta} \delta g^{\mu \nu}, \delta R=\delta g^{\mu \nu} R_{\mu \nu}+g^{\mu \nu} \delta R_{\mu \nu}  \tag{6.11}\\
\delta R_{\mu \nu}=\nabla_{\rho}\left(\delta \Gamma_{\mu \nu}^{\rho}\right)-\nabla_{\nu}\left(\delta \Gamma_{\rho \mu}^{\rho}\right), \delta \Gamma_{\mu \nu}^{\rho}=\frac{1}{2} g^{\rho \sigma}\left(\nabla_{\mu} \delta g_{\nu \lambda}+\nabla_{\nu} \delta g_{\lambda \mu}-\nabla_{\lambda} \delta g_{\mu \nu}\right) . \tag{6.12}
\end{gather*}
$$

Considering that the linear term in $h$ vanishes because of the equation of motion, we will have

$$
\begin{equation*}
S=S[\bar{g}]+\int d^{d+1} x \sqrt{\bar{g}} h^{\mu \nu} D_{\mu \nu \alpha \beta} h^{\alpha \beta} \tag{6.13}
\end{equation*}
$$

with

$$
\begin{align*}
S[\bar{g}] & =\frac{4}{d-1} \int d^{d+1} x \sqrt{\bar{g}} \Lambda,  \tag{6.14}\\
D_{\mu \nu \alpha \beta} & =\frac{1}{4} \bar{g}_{\mu \nu} \bar{g}_{\alpha \beta} \nabla^{2}-\frac{1}{4} \bar{g}_{\mu \alpha} \bar{g}_{\nu \beta} \nabla^{2}+\frac{1}{2} \bar{g}_{\nu \beta} \nabla_{\alpha} \nabla_{\mu}-\frac{1}{2} \bar{g}_{\alpha \beta} \nabla_{\nu} \nabla_{\mu}  \tag{6.15}\\
& -\frac{1}{4} \bar{g}_{\mu \alpha} \bar{g}_{\nu \beta}(\bar{R}-2 \Lambda)+\frac{1}{4} \bar{g}_{\mu \nu} \bar{R}_{\alpha \beta}
\end{align*}
$$

where the covariant derivative act with the background metric.
Using the Ricci tensor in Poincare coordinates, Ricci scalar and cosmological constant for $\operatorname{AdS}_{d+1}$ we have

$$
\begin{equation*}
D_{\mu \nu \alpha \beta}=\frac{1}{4} \bar{g}_{\mu \nu} \bar{g}_{\alpha \beta} \nabla^{2}-\frac{1}{4} \bar{g}_{\mu \alpha} \bar{g}_{\nu \beta} \nabla^{2}+\frac{1}{2} \bar{g}_{\nu \beta} \nabla{ }_{\alpha} \nabla_{\mu}-\frac{1}{2} \bar{g}_{\alpha \beta} \nabla_{\nu} \nabla_{\mu}+\frac{d}{2} \bar{g}_{\mu \alpha} \bar{g}_{\nu \beta}-\frac{d}{4} \bar{g}_{\mu \nu} \bar{g}_{\alpha \beta} \tag{6.16}
\end{equation*}
$$

The quadratic action is invariant under local change of coordinates $\delta x^{\mu}=\xi^{\mu}(x)$, which
leads to the finding that the change of the perturbation is given by

$$
\begin{equation*}
\delta h_{\mu \nu}=-\nabla_{\mu} \xi_{\nu}-\nabla_{\mu} \xi_{\nu} \tag{6.17}
\end{equation*}
$$

where the covariant derivatives act with the $\mathrm{AdS}_{d+1}$ metric.

### 6.2.1 Fixing the Gauge

We will fix the gauge. Demanding the axial gauge $h_{\mu 0}=0$ [90] the metric is

$$
\begin{align*}
d s^{2} & =g_{\mu \nu} d x^{\mu} d x^{\nu} \\
& =\frac{1}{z^{2}} d z^{2}+\left(\frac{1}{z^{2}} \bar{g}_{i j}+h_{i j}\right) d x^{i} d x^{j}, \tag{6.18}
\end{align*}
$$

where we used the Poincare coordinates of AdS and fixed the axial gauge over the fluctuation.

Although we have already fixed a gauge, there remains a gauge invariance. To see this consider $\delta h_{\mu \nu}=-\nabla_{\nu} \epsilon_{\mu}-\nabla_{\mu} \epsilon_{\nu}$, such that

$$
\begin{equation*}
\epsilon_{0}=0, \quad \epsilon_{i}=\frac{1}{z^{2}} \omega_{i}(x) \Rightarrow \delta h_{i j}=-\partial_{i} \omega_{j}-\partial_{j} \omega_{i} . \tag{6.19}
\end{equation*}
$$

To fix the remaining gauge freedom, we use the de-Donder gauge over the transverse coordinates,

$$
\begin{equation*}
\nabla_{j} h_{i}^{j}-\frac{1}{2} \nabla_{i} h=\partial_{j} h_{i}^{j}-\frac{1}{2} \partial_{i} h=0, \tag{6.20}
\end{equation*}
$$

where we explicitly compute the covariant derivatives in the Poincaré coordinates.

In summary, the gauge fixing we are going to use

$$
\begin{array}{cc}
h_{\mu 0}=0, & \text { Axial gauge } \\
\partial_{j} h_{i}^{j}-\frac{1}{2} \partial_{i} h=0 & \text { De-Donder gauge. } \tag{6.21}
\end{array}
$$

To work the path integral, we will impose the axial gauge to the action (6.13) and fix the De-Donder gauge via the gauge fixing action.

### 6.2.2 The path integral

Once we have obtained the Einstein-Hilbert to second order and fixed the gauge, we will build the path integral. As we are looking for the graviton propagator, we will not compute the ghost action.

$$
\begin{equation*}
Z=\int D h_{\mu \nu} D B D b D c e^{-S-S_{G F}-S_{F P}} \tag{6.22}
\end{equation*}
$$

where $B$ is the Nakanishi-Lautrup fields, $b$ anti-ghost and $c$ ghost. The ghost action is $S_{F P}, S$ is given by (6.13) together with (6.14) and (6.15). While the gauge fixing action is

$$
\begin{equation*}
S_{G F}=-i \int d^{d+1} x \sqrt{g}\left[B^{i}\left(\partial_{j} h_{i}^{j}-\frac{1}{2} \partial_{i} h\right)\right] . \tag{6.23}
\end{equation*}
$$

To integrate the Nakanishi-Lautrup field we shall add the BRST invariant term

$$
\begin{equation*}
\delta S=\frac{1}{2} \xi \int d^{d+1} x \sqrt{g} \bar{g}^{i j} B_{i} B_{j} . \tag{6.24}
\end{equation*}
$$

The path integral over $B^{i}$ is gaussian so we can integrate it.

Then, imposing $h_{\mu 0}=0$, the partition function is

$$
\begin{equation*}
Z=\int D h_{i j} D b D c e^{-S-G_{G F}-S_{F P}} \tag{6.25}
\end{equation*}
$$

with

$$
\begin{align*}
S_{G F} & =\frac{1}{2 \xi} \int d^{d+1} x \sqrt{\bar{g}} \bar{g}^{i j}\left[\partial_{m} h_{i}^{m}-\frac{1}{2} \partial_{i} h\right]\left[\partial_{n} h_{j}^{n}-\frac{1}{2} \partial_{j} h\right]  \tag{6.26}\\
S & =\int d^{d+1} x \sqrt{\bar{g}}\left[h^{i j} D_{i j k l} h^{k l}+\frac{4 \Lambda}{d-1}\right] \tag{6.27}
\end{align*}
$$

The $S_{G F}$ is quadratic on $h$ so we may write the path integral as

$$
\begin{equation*}
Z=\int D h_{i j} D b D c e^{-S_{h^{2}}-S_{F P}} \tag{6.28}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{h^{2}}=\int d^{d+1} x \sqrt{g}\left[h^{i j} \bar{D}_{i j k l} h^{k l}+\frac{4 \Lambda}{d-1}\right] \tag{6.29}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{D}_{i j k l}=D_{i j k l}-\frac{1}{2 \xi}\left(\bar{g}_{i l} \nabla_{j} \nabla_{k}-\bar{g}_{k l} \nabla_{i} \nabla_{j}+\frac{1}{4} \bar{g}_{i j} \bar{g}_{k l} \nabla^{2}\right) . \tag{6.30}
\end{equation*}
$$

The action $S_{h^{2}}$ is the Einstein-Hilbert action plus the gauge fixing action. To compute the propagator, we will consider the functional

$$
\begin{align*}
Z[T] & =\frac{1}{Z[0]} \int D h_{i j} e^{-S_{h^{2}}+\int d x T^{i j} h_{i j}}  \tag{6.31}\\
& =e^{\frac{1}{4} \int d x d y T^{i j} G_{i j k l} T^{k l}}, \tag{6.32}
\end{align*}
$$

where the operator $\bar{D}$ satisfies

$$
\begin{equation*}
\bar{D}^{m n k l} G_{k l i j}\left(x_{1}, x_{2}\right)=\delta_{(i}^{m} \delta_{j)}^{n} \delta\left(x_{1}, x_{2}\right) \tag{6.33}
\end{equation*}
$$

with $G_{i j k l}$ the graviton propagator.
To solve the differential equation (6.33), we will consider the Fourier transformation

$$
\begin{equation*}
G_{i j k l}\left(x_{1}, x_{2}\right)=\frac{1}{(2 \pi)^{d}} \int d \vec{k} e^{i \vec{k} \cdot\left(\vec{x}_{1}-\vec{x}_{2}\right)} G_{i j k l}\left(z_{1}, \vec{k}, z_{2}\right) \tag{6.34}
\end{equation*}
$$

Similarly, as in [91, 92], we write the graviton propagator in the most general bi-tensor basis in momentum along the transverse coordinate. Then we proceed to solve the ordinary differential equation for each basis.

## Chapter 7

## Conclusions

In this thesis, we worked on the role of bulk quantum fields in holographic correlation functions. According to the holographic dictionary, each bulk field corresponds to a gaugeinvariant conformal operator. The boundary condition for the bulk field corresponds to the source of the dual conformal operator theory. An operator with conformal dimension $\Delta$ has a source with conformal dimension $d-\Delta$.

Using the strong/weak duality, we study the bulk's semi-classical approximation and compute the dual theory's correlation functions. However, the infinite volume of AdS leads to IR divergence that demands regularisation. We regularise the bulk theory by adding a cut-off when approaching the boundary. All IR divergences are local terms of the source and depend on the conformal dimension; then, all IR divergences are renormalized by adding local counterterms to the boundary.

Having solved the classical problem, we presented the general procedure to deal with quantum corrections in the bulk. As we deal with quantum fields in the bulk, both UV and IR divergences are present. From the holographic dictionary, IR divergences on one side corresponding to UV divergences on the other. In the CFT, we do not expect low-energy anomalies. From the point of view of the bulk, this means that we must regularise the UV divergences with an AdS invariant regulator. To renormalize the UV
divergences, we re-defined the mass and the coupling of the bulk theory such that the corresponding countertem cancels the UV divergence. Having finite bulks parameters, we shall deal with the IR divergences. The renormalization is done by modifying the semi-classical boundary counterterms and, eventually, the source.

To better understand how to proceed with loops in the bulk, we consider interacting quantum scalar fields over an AdS background. We solved the problem of renormalization in three different ways,

In position space, we solved the problem in two ways, i) background field method and ii) quantum effective action. In momentum, we solved the renormalization problem using the background field method.

In the background field method, we consider the field to have a classical part and a quantum fluctuation. The classical part of the partition function demands standard holographic renormalization, therefore adding boundary counterterms. Meanwhile, for the quantum correction, we used the GKPW rules finding that the corrections to the treelevel correlation function correspond to loops Witten diagrams. In general, the two-point function at loop order is IR and UV divergent. UV divergences demand mass renormalization or equivalent conformal dimension renormalization. The boundary counterterms in the semi-classical approach depend on the conformal dimension; they must also be renormalized. Thus, any 2-point function at loop order has to be IR divergent to correct the boundary term. Even though we have renormalized the mass and corrected the boundary counterterm, an IR divergent piece remains. To renormalize this divergence, we have to renormalize the boundary condition for the bulk field. The source renormalization gives the source with the correct renormalized conformal dimension, such that it corresponds to the source of an operator with renormalized conformal dimension. In the one-loop 4-point function, the tadpole 4-point function demands mass renormalization. The counterterm is precisely the one obtained in the 2-point function single tadpole. The exchange diagram demands coupling renormalization and is UV renormalizable only up to $d+1=7$.

From the point of view of quantum effective action we study the same problem of quantum correction to holographic correlation functions. Using the standard techniques of QFT, we obtain the quantum effective action up to the second order in the coupling constant. The quantum effective action is UV divergent, so we need to renormalize the bulk. To do that, we need to have a well-defined variational problem. In particular, the equation of motion must be UV finite. To solve the scalar equation of motion, we demand a non-normalizable boundary condition for the bulk field. Solving the equation of motion order by order, we found that each UV divergence can be cancelled by adding the corresponding bulk counterterm. In particular, we shall renormalize the mass and the coupling constant. The coupling constant is only renormalizable up to $d+1=7$. After UV renormalization of the mass and the coupling, the bulk action is finite. We can do standard holographic renormalization with the renormalized conformal dimension and coupling constant.

Both methods, background field, and quantum effective action lead to the same conclusions. However, both share different aspects of the problem. In the background field methods, we realised that the renormalization of the source is a must, while in the quantum effective approach, this is implicit. However, the effective quantum approach does not lead (explicitly) to the Witten diagram, while the background field conduces to a nice diagrammatic formulation of the problem.

To work the holographic CFT correlation function, we used a third method. We computed quantum corrections to the correlation function in momentum space. Using the background field method adapted to the field in momentum space, we computed the 1loop correction to the 2-point function. Similarly, as in position space, the 1-loop 2-point function Witten diagram is both IR and UV divergent. We used dimensional regularisation to deal with the UV divergences. The regularisation of the IR divergence is done with the standard cut-off. The loop UV divergence is cancelled by mass renormalization.

Furthermore, with this, we renormalize the semi-classical boundary counterterm.

To renormalize the leftover IR divergence, we use source renormalization. However, the problem of working quantum corrections in momentum space up to the second order in the coupling is still not solved. We do not have a systematic way to deal with exchanges of scalar fields.

We presented a systematic renormalization procedure for loop diagrams in AdS, and we illustrated the method using the scalar $\Phi^{4}$ theory, which is only renormalisable up to $d+1=7$. Bulk renormalisation is consistent with expectations based on the AdS/CFT, supporting the duality.

We obtain the result considering a scalar field over an AdS background. However, it is known that the scalar field interacts with the background. So in a more realistic model, the computation of the holographic correlation function for scalar fields in the bulk must include the interaction of bulk graviton. The first step to this objective is to obtain the off-shell graviton propagator.

To obtain the off-shell AdS graviton propagator, we follow the BRST quantisation method. Introducing the gauge fixing action to the path integral, we fix the gauge and must include ghost action. We fix the axial gauge directly to the graviton action, while the De-Donder gauge is fixed through the gauge fixing action. Merging the gauge fixing action with graviton action, the quadratic graviton action is no longer gauge invariant. However, the whole path integral is invariant under BRST transformations. Solving the gaussian path integral naturally demands finding the inverse of the kernel that corresponds to the propagator. To obtain the explicit form of the graviton, we will consider the Fourier transformation and solve the corresponding differential equation. This is a work in progress.

### 7.0.1 Future Work and open questions

Some future work, in no particular order, corresponds to,

- In the current work, we studied $\Delta>\frac{d}{2}$. However, CFT unitarity allows to consider $\frac{d}{2}-1<\Delta<\frac{d}{2}$. This case was not studied, and it would be interesting to know the behaviour of each integral in this regime and how renormalisation works.
- To go beyond on loops, consider other bulk interactions and higher point functions to study the renormalisation problem.
- To finish the computation of the off-shell graviton propagator. The off-shell propagator will allow us to work on the interaction between matter and gravity to study the bulk gravitons loop corrections.
- The fact that we can use the semi-classical approximation on the bulk side relies on the large $N$ expansion on the CFT side. Then, computing loops in the bulk corresponds to the correction of order $\frac{1}{N^{2}}$ and beyond. It is worth comparing the loop in bulk results with known models.
- The most studied example of AdS/CFT corresponds to the duality between type IIB SUGRA on $A d S_{5} \times S^{5}$ and $\mathcal{N}=4$ Super Yang-Mills in $d=4$. In the CFT theory, are known operators with protected conformal dimensions. Then, from the point of view of the bulk, the quantum correction should vanish.
- Recently [93, 94] proposed that the Witten diagram can be related to amplitudes in celestial holography. It would be interesting to relate the loops Witten diagram and their renormalisation with celestial amplitudes.


## Appendix A

## Special Functions

## A. 1 Modified Bessel fucntions

By considering the differential equation [95, 96]

$$
\begin{equation*}
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-\left(x^{2}+\nu^{2}\right) y=0, \tag{A.1}
\end{equation*}
$$

the solution is,

$$
\begin{equation*}
y(x)=A K_{\nu}(x)+B I_{\nu}(x) \tag{A.2}
\end{equation*}
$$

with $A$ and $B$ constant and the functions $K$ and $I$ are known as modified Bessel functions. The series representation of each is [96],

$$
\begin{align*}
I_{\nu}(x) & =\sum_{j=0}^{\infty} \frac{1}{j!\Gamma(\nu+j+1)}\left(\frac{x}{2}\right)^{\nu+2 j}, \quad \nu \neq-1,-2,-3, \ldots  \tag{A.3}\\
K_{\nu}(x) & =\sum_{j=0}^{\infty}\left[a_{j}^{-}(\nu) x^{-\nu+2 j}+a_{j}^{+}(\nu) x^{\nu+2 j}\right], \quad \nu \notin \mathbb{Z} \tag{A.4}
\end{align*}
$$

with

$$
\begin{equation*}
a_{j}^{\sigma}(\nu)=\frac{(-1)^{j} \Gamma(-\sigma \nu-j)}{2^{\sigma \nu+2 j+1} j!}, \sigma \in\{ \pm 1\} \tag{A.5}
\end{equation*}
$$

For non-negative integer $n$, the expansion is,

$$
\begin{align*}
K_{n}(x) & =\frac{1}{2}\left(\frac{x}{2}\right)^{-n} \sum_{j=0}^{n-1} \frac{(n-j-1)!}{j!}(-1)^{j}\left(\frac{x}{2}\right)^{2 j} \\
& +(-1)^{n+1} \log \left(\frac{x}{2}\right) I_{n}(x)  \tag{A.6}\\
& +(-1)^{n} \frac{1}{2}\left(\frac{x}{2}\right)^{n} \sum_{j=0}^{\infty} \frac{\psi(j+1)+\psi(n+j+1)}{j!(n+j)!}\left(\frac{x}{2}\right)^{2 j},
\end{align*}
$$

with $\psi(x)$ the digamma function.

For $x \gg 1$, we have the asymptotic series,

$$
\begin{align*}
K_{\beta_{1}}(x) & \sim\left(\frac{\pi}{2 x}\right)^{1 / 2} e^{-x} \sum_{m=0}^{\infty} A_{m}\left(\beta_{1}\right)\left(\frac{1}{2 x}\right)^{m}  \tag{A.7}\\
I_{\beta_{2}}(x) & \sim \frac{1}{(2 \pi x)^{1 / 2}} e^{x} \sum_{m=0}^{\infty} B_{m}\left(\beta_{2}\right)\left(\frac{1}{2 x}\right)^{m} \tag{A.8}
\end{align*}
$$

with $B_{m}(\beta)=(-1)^{m} A_{m}(\beta)$ and,

$$
\begin{equation*}
A_{m}(\beta)=\frac{\Gamma(1 / 2+\beta+m)}{m!\Gamma(1 / 2+\beta-m)}, \tag{A.9}
\end{equation*}
$$

and for $x \ll 1$ each modified Bessel function is,

$$
\begin{align*}
I_{\nu}(x) & =x^{\nu}\left(\frac{2^{-\nu}}{\Gamma(\nu+1)}+O\left(x^{2}\right)\right)  \tag{A.10}\\
K_{\nu}(x) & =x^{\nu}\left(2^{-\nu-1} \Gamma(-\nu)+O\left(x^{2}\right)\right)+x^{-\nu}\left(2^{\nu-1} \Gamma(\nu)+O\left(x^{2}\right)\right) \tag{A.11}
\end{align*}
$$

## A. 2 The (Incomplete-)Gamma Function

The Gamma function may be defined as,

$$
\begin{equation*}
\Gamma(z)=\int_{0}^{\infty} e^{-u} u^{z-1} d u \tag{A.12}
\end{equation*}
$$

and is analytic for any $z$ except for $z=0,-1,-2, \ldots$
The logarithmic derivative of the Gamma function is known as the digamma function,

$$
\begin{equation*}
\psi^{(0)}(z)=\frac{d}{d z} \log (\Gamma(z)) \tag{A.13}
\end{equation*}
$$

While polygamma functions are defined as,

$$
\begin{equation*}
\psi^{(n)}(z)=\frac{d^{n}}{d z^{n}} \psi^{(0)}(z) \tag{A.14}
\end{equation*}
$$

We may define the upper incomplete Gamma function as,

$$
\begin{equation*}
\Gamma(n, x)=\int_{x}^{\infty} e^{-t} t^{n-1} d t \tag{A.15}
\end{equation*}
$$

For $n=0,1,2, \ldots$, we can write,

$$
\begin{equation*}
a^{-n-1} \Gamma(n+1, a x)=e^{a x} \sum_{k=0}^{n} \frac{n!}{k!} \frac{a^{k}}{x^{n-k+1}}=\int_{x}^{\infty} t^{n} e^{-a x} d t, \quad x>0 . \tag{A.16}
\end{equation*}
$$

We also have,

$$
\begin{equation*}
\Gamma(-n, x)=\frac{(-1)^{n}}{n!}\left[E_{1}(x)-e^{-x} \sum_{m=0}^{n-1}(-1)^{m} \frac{m!}{x^{m+1}}\right] \tag{A.17}
\end{equation*}
$$

with

$$
\begin{align*}
E_{1}(x) & =-\operatorname{Ei}(-x)=\int_{x}^{\infty} e^{-t} t^{-1} d t=\Gamma(0, x) \\
& =\gamma+\log x+\sum_{n=1}^{\infty} \frac{(-x)^{n}}{n!n} \tag{A.18}
\end{align*}
$$

with $\gamma$ the Euler-Mascheroni constant.
By using $\Gamma(z+1)=z \Gamma(z)$ we can write,

$$
\Gamma(\epsilon-n)=\frac{\Gamma(\epsilon+1)}{\epsilon(\epsilon-1) \ldots(\epsilon-n)}
$$

Expanding around $\epsilon \rightarrow 0$ we have,

$$
\Gamma(\epsilon-n)=\frac{(-1)^{n}}{\epsilon n!}+\frac{(-1)^{n}}{n!} \psi^{(0)}(n+1)++O(\epsilon)
$$

where $\psi^{(n)}$ is the n-polygamma function.

## A. 3 Hypergeometric function

The hypergeometric function is defined as,

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; z)=\sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(c)_{n}} \frac{z^{n}}{n!}, \quad|z|<1 \tag{A.19}
\end{equation*}
$$

, where $(a)_{n}$ is the rising Pochhammer symbol defined as,

$$
\begin{equation*}
(a)_{n}=\frac{\Gamma(a+n)}{\Gamma(a)} \tag{A.20}
\end{equation*}
$$

The Euler transformation allows us to write,

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; z)=(1-z)^{c-a-b}{ }_{2} F_{1}(c-a, c-b, c, z) . \tag{A.21}
\end{equation*}
$$

For $z=1$, the hypergeometric function is

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; 1)=\frac{\Gamma(c-a-b) \Gamma(c)}{\Gamma(c-a) \Gamma(c-b)}, \quad c>a+b . \tag{A.22}
\end{equation*}
$$

However, we may use the analytic continuation to $c-a-b$ non-negative integer.

## Appendix B

## Propagators in momentum space

We have two types of propagators. The bulk to boundary propagator is the solution to

$$
\begin{equation*}
\left(-\square+m^{2}\right) \Phi(z, \vec{x})=0 \tag{B.1}
\end{equation*}
$$

with boundary condition, in Poincare coordinates, $\Phi(z \rightarrow 0, \vec{x})=z^{d-\Delta} \phi_{0}(\vec{x})$, where $\phi_{0}(\vec{x})$ is an arbitrary function, we also demand regularity in the interior.

On the other hand, the bulk-to-bulk propagator comes from solving the nonhomogeneous equation $\left(-\square+m^{2}\right) \Phi(z, \vec{x})=f(\Phi)$ by solving the Green function equation

$$
\begin{equation*}
\left(-\square+m^{2}\right) G\left(x_{1}, x_{2}\right)=\frac{1}{\sqrt{g}} \delta\left(x_{1}-\vec{x}_{2}\right) \tag{B.2}
\end{equation*}
$$

demanding that the Green function $G\left(x_{1}, x_{2}\right)$ vanishes when $z_{1} \rightarrow 0$ and $z_{1} \rightarrow \infty$.
Considering the field $\Phi(z, \vec{x})$ as the Fourier transform of the field $\Phi(z, \vec{p})$. The equation becomes

$$
\begin{align*}
& L_{d, \Delta} \Phi(z, \vec{p})=0,  \tag{B.3}\\
& L_{d, \Delta} \Phi(z, \vec{p})=f(\Phi(z, \vec{p})) \tag{B.4}
\end{align*}
$$

where

$$
\begin{equation*}
L_{d, \Delta}=-z^{2} \partial_{z}^{2}+(d-1) z \partial_{z}+m^{2}+z^{2} p^{2} \tag{B.5}
\end{equation*}
$$

## B. 1 Bulk to Boundary Propagator

Doing $\Phi(z, \vec{p})=z^{d / 2} f(z, \vec{p})$ the equation (B.3) becomes a Bessel-type equation over $f(z, \vec{p})$.

The explicit solution to (B.3) is

$$
\begin{equation*}
\Phi(z, \vec{p})=C_{\Delta}(\vec{p}) z^{d / 2} K_{\Delta-d / 2}(p z)+B_{\Delta}(\vec{p}) z^{d / 2} I_{\Delta-d / 2}(p z) \tag{B.6}
\end{equation*}
$$

where $K$ and $I$ are the modified Bessel function, and $B_{\Delta}$ and $C_{\Delta}$ to be determined. The $\Delta$ parameter solves $\Delta(\Delta-d)=m^{2}$. As a quadratic equation, it has two solutions, namely $\Delta_{+}$and $\Delta_{-}$where $\Delta_{+}=d-\Delta_{+}$. Along the next line, we will call $\Delta_{+}=\Delta>\frac{d}{2}$.

For the free scalar field, we demand Dirichlet boundary condition and regularity in the interior

$$
\begin{equation*}
\Phi(z \rightarrow 0, \vec{p})=z^{d-\Delta} \phi_{0}(\vec{p})+\mathcal{O}\left(z^{2}\right), \quad \Phi(z \rightarrow \infty, \vec{p})=0 \tag{B.7}
\end{equation*}
$$

When $z \rightarrow \infty$, the $I(z, \vec{p}) \sim e^{p z}$ so to ensure regularity in the interior we have $B_{\Delta}(\vec{p})=0$. So, we are left with

$$
\begin{equation*}
\Phi(z, \vec{p})=C_{\Delta}(\vec{p}) z^{d / 2} K_{\Delta-d / 2}(p z) \tag{B.8}
\end{equation*}
$$

looking at the limit of $z \rightarrow 0$, we have

$$
\begin{align*}
\Phi(z \rightarrow 0, \vec{p}) & =C_{\Delta} p^{\Delta-\frac{d}{2}} z^{\Delta}\left(2^{\frac{d}{2}-\Delta-1} \Gamma\left(\frac{d}{2}-\Delta\right)+\mathcal{O}\left(z^{2}\right)\right)  \tag{B.9}\\
& +C_{\Delta} z^{\frac{d}{2}} p^{\frac{d}{2}-\Delta}\left(2^{-\frac{d}{2}+\Delta-1} \Gamma\left(\Delta-\frac{d}{2}\right)+\mathcal{O}\left(z^{2}\right)\right) \\
& =z^{d-\Delta} \phi_{0}(\vec{p}) .
\end{align*}
$$

The first line is sub-leading in $z$, so the second line gives the relevant term in the limit. From here, we can read the constant to be

$$
\begin{equation*}
C_{\Delta}=p^{\Delta-\frac{d}{2}} \frac{2^{\frac{d}{2}-\Delta+1}}{\Gamma\left(\Delta-\frac{d}{2}\right)} . \tag{B.10}
\end{equation*}
$$

Finally, the solution to the homogeneous equation with the appropriate boundary condition is

$$
\begin{equation*}
\Phi(z, \vec{p})=\mathcal{K}_{\Delta}(z, p) \phi_{0}(\vec{p}), \tag{B.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{K}_{\Delta}(z, p)=\frac{2^{d / 2-\Delta+1}}{\Gamma\left(\Delta-\frac{d}{2}\right)} p^{\Delta-\frac{d}{2}} z^{\frac{d}{2}} K_{\Delta-\frac{d}{2}}(p z) \tag{B.12}
\end{equation*}
$$

is the bulk to boundary propagator and satisfies,

$$
\begin{align*}
L_{d \Delta} K_{\Delta} & =0  \tag{B.13}\\
\lim _{z \rightarrow 0} \mathcal{K}_{\Delta}(z, p) & =z^{d-\Delta}  \tag{B.14}\\
\mathcal{K}_{\Delta}(z \rightarrow \infty, p) & =0 \tag{B.15}
\end{align*}
$$

## B. 2 The bulk to bulk propagator

To solve (B.4), we will consider the equation

$$
\begin{equation*}
L_{d, \Delta}^{z} \mathcal{G}_{\Delta}(z, \vec{p}, \zeta)=\frac{\delta(z-\zeta)}{\sqrt{g_{\zeta}}}, \quad g_{\zeta}=g(\zeta) \tag{B.16}
\end{equation*}
$$

with the conditions

$$
\begin{equation*}
\lim _{z \rightarrow 0}\left[z^{\Delta-d} \mathcal{G}_{\Delta}(z, p ; \zeta)\right]=0, \quad \mathcal{G}_{\Delta}(z \rightarrow \infty, p ; \zeta)=0 \tag{B.17}
\end{equation*}
$$

where $L_{d, \Delta}^{z}$ denotes the operator $L_{d, \Delta}$ acting with the $z$ coordinate.
First consider $z \neq \zeta$, then the equation becomes

$$
\begin{equation*}
L_{d, \Delta}^{z} \mathcal{G}_{\Delta}(z, \vec{p}, \zeta)=0 \tag{B.18}
\end{equation*}
$$

which is essentially (B.3). The solution is

$$
\begin{equation*}
\mathcal{G}_{\Delta}(z, \vec{p} ; \zeta)=A_{\Delta}(\zeta, \vec{p}) z^{d / 2} I_{\Delta-d / 2}(p z)+B_{\Delta}(\zeta, \vec{p}) z^{d / 2} K_{\Delta-d / 2}(p z) \tag{B.19}
\end{equation*}
$$

From the condition $z \rightarrow 0$ and $z \neq \zeta$ we have $z<\zeta$. In this regime, the non-zero solution is

$$
\begin{equation*}
\mathcal{G}_{\Delta}^{z<\zeta}(z, \vec{p} ; \zeta)=A_{\Delta}(\zeta, \vec{p}) z^{d / 2} I_{\Delta-d / 2}(p z) \tag{B.20}
\end{equation*}
$$

while if $z \rightarrow \infty$, lead us to

$$
\begin{equation*}
\mathcal{G}_{\Delta}^{z>\zeta}(z, \vec{p} ; \zeta)=B_{\Delta}(\zeta, \vec{p}) z^{d / 2} K_{\Delta-d / 2}(p z), \tag{B.21}
\end{equation*}
$$

demanding continuity in $z=\zeta$ we have

$$
\begin{equation*}
\mathcal{G}_{\Delta}(z, \vec{p}, z)=A_{\Delta}(z, \vec{p}) z^{d / 2} I_{\Delta-d / 2}(p z)=B_{\Delta}(z, \vec{p}) z^{d / 2} K_{\Delta-d / 2}(p z) . \tag{B.22}
\end{equation*}
$$

Here is easy to read

$$
\begin{equation*}
B_{\Delta}(z, \vec{p})=A_{\Delta}(z, \vec{p}) \frac{I_{\Delta-d / 2}(p z)}{K_{\Delta-d / 2}(p z)} \tag{B.23}
\end{equation*}
$$

To find $A$ consider (B.16). It is convenient to define $\mathcal{G}_{\Delta}(z, \vec{p}, \zeta)=z^{d / 2} g_{\Delta}(z, \vec{p}, \zeta)$, where $g_{\Delta}$ can be read from, either (B.20) or (B.21). So (B.16) becomes

$$
\begin{equation*}
\partial_{z}\left(z \partial_{z} g_{\Delta}\right)-z\left(\frac{m^{2}+d^{2} / 4}{z}+p^{2}\right) g_{\Delta}=-z^{-d / 2-1} \zeta^{d+1} \delta(\zeta-z) \tag{B.24}
\end{equation*}
$$

Integrating over $z$ between $\zeta-\epsilon$ and $\zeta+\epsilon$, we find the discontinuity slope

$$
\begin{equation*}
\left.z \partial_{z} g_{\Delta}(z, p, \zeta)\right|_{z=\zeta+\epsilon}-\left.z \partial_{z} g_{\Delta}(z, p, \zeta)\right|_{z=\zeta-\epsilon}=-\zeta^{d / 2} \tag{B.25}
\end{equation*}
$$

Taking the limit of $\epsilon \rightarrow 0$, we find

$$
\begin{equation*}
A_{\Delta}(\zeta, \vec{p})=A_{\Delta}(\zeta, p)=\zeta^{d / 2} K_{\Delta-\frac{d}{2}}(p \zeta) \tag{B.26}
\end{equation*}
$$

So the function $\mathcal{G}_{\Delta}(z, p, \zeta)$ has been fully determined and is,

$$
\mathcal{G}_{\Delta}(z, k, \zeta)= \begin{cases}(z \zeta)^{d / 2} I_{\Delta-d / 2}(k z) K_{\Delta-d / 2}(k \zeta) & \text { for } z \leq \zeta  \tag{B.27}\\ (z \zeta)^{d / 2} I_{\Delta-d / 2}(k \zeta) K_{\Delta-d / 2}(k z) & \text { for } z>\zeta\end{cases}
$$

## Appendix C

## Integrals

Along the main text, we used several integrals. In this appendix, we will prove or quote some of our principal integrals. For some, we give an alternative proof of the result presented in the main text.

## C. 1 Position space: Master integral

We want to compute the following integral

$$
\begin{equation*}
I=I_{\alpha \beta \gamma}(\vec{a}, \vec{b}, \vec{c})=\int_{0}^{\infty} d z \int_{\mathbb{R}^{d}} d \vec{x} \frac{z^{\alpha}}{\left[z^{2}+|\vec{x}-\vec{a}|^{2}\right]^{\beta}\left[z^{2}+b^{2}+|\vec{x}-\vec{c}|^{2}\right]^{\gamma}} . \tag{C.1}
\end{equation*}
$$

doing a Schwinger parametrization which is given by

$$
\begin{equation*}
\frac{1}{A^{n}}=\frac{1}{\Gamma(n)} \int_{0}^{\infty} d u u^{n-1} e^{-u A} \tag{C.2}
\end{equation*}
$$

we have

$$
\begin{equation*}
I=\frac{1}{\Gamma(\beta) \Gamma(\gamma)} \int_{0}^{\infty} d u d w d z \int_{\mathbb{R}^{d}} d \vec{x} z^{\alpha} u^{\beta-1} w^{\gamma-1} e^{-z^{2}(u+w)} e^{-w b^{2}} e^{-u(\vec{x}-\vec{a})^{2}-w(\vec{x}-\vec{c})^{2}} . \tag{C.3}
\end{equation*}
$$

The $z$ integral is, after a change of variable, a Gamma function, and the $\vec{x}$ integral can be done by completing squares. The result of each integral is

$$
\begin{align*}
\int d z z^{\alpha} e^{-z^{2}(u+w)} & =\frac{1}{2} \Gamma\left(\frac{\alpha+1}{2}\right) \frac{1}{(u+w)^{\frac{\alpha}{2}+\frac{1}{2}}},  \tag{C.4}\\
\int_{\mathbb{R}^{d}} d \vec{x} e^{-u(\vec{x}-\vec{a})^{2}-w(\vec{x}-\vec{c})^{2}} & =\frac{\pi^{\frac{d}{2}}}{(u+w)^{\frac{d}{2}}} e^{-\frac{u w(a-c)^{2}}{u+w}} . \tag{C.5}
\end{align*}
$$

Then we are left with

$$
\begin{equation*}
I=\frac{\pi^{\frac{d}{2}} \Gamma\left(\frac{\alpha+1}{2}\right)}{2 \Gamma(\beta) \Gamma(\gamma)} \int_{0}^{\infty} d u d w \frac{u^{\beta-1} w^{\gamma-1}}{(u+w)^{\frac{\alpha+d+1}{2}}} e^{-w b^{2}-\frac{u w(a-c)^{2}}{u+w}} . \tag{C.6}
\end{equation*}
$$

For simplicity lets call $A=\frac{\alpha+d+1}{2}$. Now we work the double integral

$$
\begin{equation*}
f=\int_{0}^{\infty} d u d w \frac{u^{\beta-1} w^{\gamma-1}}{(u+w)^{A}} e^{-w b^{2}-\frac{u w(a-c)^{2}}{u+w}}, \tag{C.7}
\end{equation*}
$$

doing $u \rightarrow z=\frac{u}{w+u}$ we have

$$
\begin{align*}
f & =\int_{0}^{1} d z z^{\beta-1}(1-z)^{A-\beta-1} \underbrace{\int_{0}^{\infty} d w w^{\beta+\gamma-A-1} e^{-w\left(b^{2}+(c-a)^{2} z\right)}}_{\Gamma(-A+\beta+\gamma)\left(z(a-c)^{2}+b^{2}\right)^{A-\beta-\gamma}}  \tag{C.8}\\
& =\Gamma(\beta+\gamma-A) \int_{0}^{1} d z z^{\beta-1} \frac{(1-z)^{A-\beta-1}}{\left(b^{2}+(a-c)^{2} z\right)^{\beta+\gamma-A}} . \tag{C.9}
\end{align*}
$$

Using the following representation of the hypergeometric function

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; x)=\frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_{0}^{1} d z z^{b-1} \frac{(1-z)^{-b+c-1}}{(1-x z)^{a}} \tag{C.10}
\end{equation*}
$$

we finally have

$$
\begin{align*}
I_{\alpha \beta \gamma}(\vec{a}, \vec{b}, \vec{c}) & =\int_{0}^{\infty} d z \int_{\mathbb{R}^{d}} d \vec{x} \frac{z^{\alpha}}{\left[z^{2}+|\vec{x}-\vec{a}|^{2}\right]^{\beta}\left[z^{2}+b^{2}+|\vec{x}-\vec{c}|^{2}\right]^{\gamma}} \\
& =\frac{\pi^{\frac{d}{2}} \Gamma\left(\frac{\alpha+1}{2}\right) \Gamma\left(\beta+\gamma-\frac{\alpha+d+1}{2}\right) \Gamma\left(\frac{\alpha+d+1}{2}-\beta\right)}{2 \Gamma(\gamma) \Gamma\left(\frac{\alpha+d+1}{2}\right) b^{2 \beta+2 \gamma-\alpha-d-1}}  \tag{C.11}\\
& { }_{2} F_{1}\left(\beta+\gamma-\frac{\alpha+d+1}{2}, \beta, \frac{\alpha+d+1}{2}, \frac{(a-c)^{2}}{b^{2}}\right) .
\end{align*}
$$

## C. 2 Alternative Proof of $G K$ integral

This proof relies upon using the quantum effective action worked in 4.5.2.
If we directly solve the equation (4.156), the solution is

$$
\begin{align*}
\Phi_{1, s}(z, \vec{x}) & =\Phi_{1, s}^{\{1\}}+\Phi_{1, s}^{\{3\}}  \tag{C.12}\\
\Phi_{1, s}^{\{1\}} & =-\int d x^{\prime} G_{\Delta_{s}}\left(x, x^{\prime}\right)\left(a_{1}+\frac{1}{2} G_{\Delta_{s}}(1)\right) \Phi_{0, s}  \tag{C.13}\\
\Phi_{1, s}^{\{3\}} & =-\frac{1}{3!} \int d x^{\prime} G_{\Delta_{s}}\left(x, x^{\prime}\right)\left(\Phi_{0, s}\left(x^{\prime}\right)\right)^{3} \tag{C.14}
\end{align*}
$$

The superscript $\{\cdot\}$ denotes the power on $\Phi_{0}$. Here, we can choose the counterterm $a_{1}$ such that $\Phi_{1}$ is finite. This depends on the reduction scheme. For instance, if we choose to have

$$
\begin{equation*}
a_{1}=-\frac{1}{2} \operatorname{div}\left[G_{\Delta_{s}}(1)\right] \tag{C.15}
\end{equation*}
$$

i.e $a_{1}$ only cancel the purely divergent piece of $G_{\Delta_{s}}(1)$. We will still have the finite part
of $G_{\Delta_{s}}(1)$. Then, we will have

$$
\begin{align*}
\Phi_{1, s} & =\Phi_{1, s}^{\{1\}}+\Phi_{1, s}^{\{3\}}  \tag{C.16}\\
\Phi_{1, s}^{\{1\}} & =-\operatorname{conv}\left[\frac{1}{2} G_{\Delta_{s}}(1)\right] \int d x^{\prime} G_{\Delta_{s}}\left(x, x^{\prime}\right) \Phi_{0, s}\left(x^{\prime}\right),  \tag{C.17}\\
\Phi_{1, s}^{\{3\}} & =-\frac{1}{3!} \int d x^{\prime} G_{\Delta_{s}}\left(x, x^{\prime}\right)\left(\Phi_{0, s}\left(x^{\prime}\right)\right)^{3} \tag{C.18}
\end{align*}
$$

The full field is (at this point $\lambda=\lambda_{s}=\lambda_{r}$ )

$$
\begin{align*}
\Phi_{s} & =\Phi_{0, s}+\lambda_{s} \Phi_{1, s}  \tag{С.19}\\
& =\int d \vec{y} K_{\Delta_{s}}(z, \vec{x}-\vec{y}) \phi_{0}^{(s)}(\vec{y})-\frac{\lambda_{s}}{2} \operatorname{conv}\left[G_{\Delta_{s}}(1)\right] \int d x^{\prime} G_{\Delta_{s}}\left(x, x^{\prime}\right) \Phi_{0, s}\left(x^{\prime}\right) \\
& -\frac{\lambda_{s}}{3!} \int d x^{\prime} G_{\Delta_{s}}\left(x, x^{\prime}\right)\left(\Phi_{0, s}\left(x^{\prime}\right)\right)^{3},
\end{align*}
$$

where $\Phi^{(s)}$ is the field built with the propagator given by the subtracted mass $\Delta_{s}$. This field is already UV renormalized and, therefore, UV finite.

It turns out to be that (C.19), and (4.164) must be equals, but their solutions are built with different sources, i.e. $\phi_{0}^{(s)}$ and $\phi_{0}^{(s)}$.

So, we have to find how both sources are related. This is done by comparing the asymptotic behaviour of both fields

$$
\begin{equation*}
\Phi_{s}(\epsilon \rightarrow 0, \vec{x})=\epsilon^{d-\Delta_{s}} \phi_{0}^{(s)}+\ldots, \quad \Phi_{r}(\epsilon \rightarrow 0, \vec{x})=\epsilon^{d-\Delta_{r}} \phi_{0}^{(r)}+\ldots \tag{C.20}
\end{equation*}
$$

As $\Phi_{s}=\Phi_{r}$,

$$
\begin{equation*}
\phi_{0}^{(s)}=\epsilon^{\Delta_{s}-\Delta_{r}} \phi_{0}^{(r)} \tag{C.21}
\end{equation*}
$$

using (4.162)

$$
\begin{equation*}
m_{s}^{2}=m_{r}^{2}-\frac{\lambda}{2} \operatorname{conv}\left[G_{\Delta_{r}}(1)\right] \Rightarrow \Delta_{s}=\Delta_{r}-\lambda \frac{\operatorname{conv}\left[G_{\Delta_{r}}(1)\right]}{2\left(2 \Delta_{r}-d\right)} \tag{C.22}
\end{equation*}
$$

then,

$$
\begin{equation*}
\phi_{0}^{(s)}=\phi_{0}^{(r)}-\lambda_{s} \frac{\operatorname{conv}\left[G_{\Delta_{r}}(1)\right]}{2\left(2 \Delta_{r}-d\right)} \log (\epsilon) \phi_{0}^{(r)}+\mathcal{O}\left(\lambda_{s}^{2}\right) \tag{C.23}
\end{equation*}
$$

So, expanding the field $\Phi^{(s)}$ given by (C.19) in terms of the renormalized parameters and source we find

$$
\begin{aligned}
\Phi_{s} & =\Phi_{0}^{(r)}-\frac{\lambda_{s}}{3!} \int d x^{\prime} G_{\Delta_{r}}\left(x, x^{\prime}\right)\left(\Phi_{0, r}\left(x^{\prime}\right)\right)^{3} \\
& -\lambda_{s} \frac{\operatorname{conv}\left[G_{\Delta_{r}}(1)\right]}{2\left(2 \Delta_{r}-d\right)} \log (\epsilon) \int d \vec{y} K_{\Delta_{r}}(z, \vec{x}-\vec{y}) \phi_{0}^{(r)}(\vec{y}) \\
& -\left.\lambda_{s} \frac{\operatorname{conv}\left[G_{\Delta_{r}}(1)\right]}{2\left(2 \Delta_{r}-d\right)} \int d \vec{y} \frac{d}{d \Delta_{s}} K_{\Delta_{s}}(z, \vec{x}-\vec{y})\right|_{\Delta_{s}=\Delta_{r}} \phi_{0}^{(r)}(\vec{y}) \\
& -\frac{\lambda_{s}}{2} \operatorname{conv}\left[G_{\Delta_{r}}(1)\right] \int d \vec{y} \int d x^{\prime} G_{\Delta_{r}}\left(x, x^{\prime}\right) K_{\Delta_{r}}\left(z^{\prime}, \vec{x}^{\prime}-\vec{y}\right) \phi_{0}^{(r)}(\vec{y}) .
\end{aligned}
$$

Comparing with (4.164) and computing the derivative of the bulk-to-boundary propagator, we will have

$$
\begin{aligned}
& \int d \vec{y} \phi_{0}^{(r)}(\vec{y})\left[\int d x^{\prime} G_{\Delta_{r}}\left(z, \vec{x} ; z^{\prime}, \vec{x}^{\prime}\right) K_{\Delta_{r}}\left(z^{\prime}, \vec{x}^{\prime}-\vec{y}\right)\right. \\
& \left.+\frac{1}{2 \Delta_{r}-d} K_{\Delta_{r}}(z, \vec{x}-\vec{y})\left[\log \left(\frac{z \epsilon}{(\vec{x}-\vec{y})^{2}+z^{2}}\right)-\psi^{(0)}\left(\Delta_{r}-\frac{d}{2}\right)+\psi^{(0)}\left(\Delta_{r}\right)\right]\right]=0
\end{aligned}
$$

As $\phi_{0}(\vec{y})$ is arbitrary, then we find

$$
\begin{align*}
& \int d x^{\prime} G_{\Delta_{r}}\left(z, \vec{x} ; z^{\prime}, \vec{x}^{\prime}\right) K_{\Delta_{r}}\left(z^{\prime}, \vec{x}^{\prime}-\vec{y}\right) \\
& =-\frac{1}{2 \Delta_{r}-d} K_{\Delta_{r}}(z, \vec{x}-\vec{y})\left[\log \left(\frac{z \epsilon}{(\vec{x}-\vec{y})^{2}+z^{2}}\right)-\psi^{(0)}\left(\Delta_{r}-\frac{d}{2}\right)+\psi^{(0)}\left(\Delta_{r}\right)\right] \tag{C.24}
\end{align*}
$$

which is exactly the result obtained in (4.18).

## C. 3 Proof of equation (4.153)

The proof relies on the free path integral. We can take the mass counterterm as part of the propagator or as an interaction.

The starting point is the partition function

$$
\begin{equation*}
Z[J]=\int D \Phi e^{-\int d x \frac{1}{2} \Phi\left(-\square+m^{2}\right) \Phi+J \Phi} . \tag{C.25}
\end{equation*}
$$

We will work it in two different ways:

1. Compute the path integral for the mass $m^{2}$ that gives

$$
\begin{equation*}
Z_{1}[J]=\frac{1}{\sqrt{\operatorname{det}\left(-\square+m^{2}\right)}} e^{\frac{1}{2} \int d x_{1} d x_{2} J\left(x_{1}\right) G\left(x_{1}, x_{2}\right) J\left(x_{2}\right)} \tag{C.26}
\end{equation*}
$$

where $G\left(x_{1}, x_{2}\right)$ is defined through, $\left(-\square_{1}+m^{2}\right) G\left(x_{1}, x_{2}\right)=\delta\left(x_{1}, x_{2}\right)$.
2. Consider $m^{2}=m_{0}^{2}+\delta_{m}$, and use the $\delta_{m} \Phi^{2}$ term in the action as interaction

$$
\begin{equation*}
Z_{2}[J]=\frac{1}{\sqrt{\operatorname{det}\left(-\square+m_{0}^{2}\right)}} e^{-\frac{\delta_{m}}{2} \int d x \frac{\delta^{2}}{\delta J^{2}}} e^{\frac{1}{2} \int d x_{1} d x_{2} J\left(x_{1}\right) G_{0}\left(x_{1}, x_{2}\right) J\left(x_{2}\right)} \tag{C.27}
\end{equation*}
$$

where $G_{0}\left(x_{1}, x_{2}\right)$ is defined through, $\left(-\square_{1}+m_{0}^{2}\right) G_{0}\left(x_{1}, x_{2}\right)=\delta\left(x_{1}, x_{2}\right)$.

Notice that the normalisation factor is different in both cases. It is easier to work with the connected diagram generator, $W[J]=\log Z[J]$.

## Expanding the propagator

First, we will solve the path integral using the mass parameter $m^{2}$. The partition function (C.26)

$$
\begin{equation*}
W_{1}[J]=-\frac{1}{2} \log \left(\operatorname{det}\left(-\square+m^{2}\right)\right)+\frac{1}{2} \int d x d y J(x) G_{\Delta}(x, y) J(y) \tag{C.28}
\end{equation*}
$$

where $G_{\Delta}(x, y)$ is the bulk-to-bulk propagator with parameter $\Delta(\Delta-d)=m^{2}$. The mass is $m^{2}=m_{0}+\delta_{m}$. So we have to expand the determinant and the bulk-to-bulk propagator.

- The determinant becomes

$$
\begin{align*}
\operatorname{det}\left(-\square+m_{0}^{2}+\delta_{m}\right) & =\operatorname{det}\left(\left(-\square_{x}+m_{0}^{2}\right)\left(1+\delta_{m} \int d y G_{\Delta_{0}}(x, y)\right)\right)  \tag{C.29}\\
& =\operatorname{det}\left(-\square_{x}+m_{0}^{2}\right) \operatorname{det}\left(1+\delta_{m} \int d y G_{\Delta_{0}}(x, y)\right)
\end{align*}
$$

where we made explicit that the differential operator acts on the $x$ coordinates. So, using $\log (\operatorname{det}(A) \operatorname{det}(B))=\log (\operatorname{det}(A))+\log (\operatorname{det}(B))$ and using $\log (\operatorname{det}(B))=$ $\operatorname{tr}(\log (B))$ on the second term, we find

$$
\begin{equation*}
\log \left(\operatorname{det}\left(-\square+m^{2}\right)\right)=\log \left(\operatorname{det}\left(-\square+m_{0}^{2}\right)\right)+\operatorname{tr}\left(\log \left(1+\delta_{m} \int d y G_{\Delta_{0}}(x, y)\right)\right) \tag{С.30}
\end{equation*}
$$

Expanding in small $\delta_{m}$ and using the linearity on the trace, we finally get

$$
\log \left(\operatorname{det}\left(-\square+m^{2}\right)\right)=\log \left(\operatorname{det}\left(-\square+m_{0}^{2}\right)\right)+\delta_{m} \operatorname{tr}\left(\int d y G_{\Delta_{0}}(x, y)\right)
$$

- Expanding the solution for $\Delta$

$$
\begin{align*}
\Delta & =\Delta_{0}+\frac{\delta_{m}}{2 \Delta_{0}-d}  \tag{C.31}\\
G_{\Delta}(x, y) & =G_{\Delta_{0}}(x, y)+\left.\frac{\delta_{m}}{2 \Delta_{0}-d} \frac{d}{d \Delta} G_{\Delta}(x, y)\right|_{\Delta=\Delta_{0}}
\end{align*}
$$

So, the partition function is

$$
\begin{align*}
W_{1}[J] & =-\frac{1}{2} \log \left(\operatorname{det}\left(-\square+m_{0}^{2}\right)\right)+\frac{1}{2} \int d x d y J(x) G_{\Delta_{0}}(x, y) J(y)  \tag{C.32}\\
& -\frac{\delta_{m}}{2}\left(\int d x G_{\Delta_{0}}(x, x)-\left.\frac{1}{\left(2 \Delta_{0}-d\right)} \frac{d}{d \Delta}\left[\int d x d y J(x) G_{\Delta}(x, y) J(y)\right]\right|_{\Delta=\Delta_{0}}\right) .
\end{align*}
$$

## As interaction

If we consider the mass parameter to be $m^{2}=m_{0}^{2}+\delta_{m}$, we have,

$$
\begin{align*}
Z[J] & =\frac{1}{\sqrt{\operatorname{det}\left(-\square+m_{0}^{2}\right)}} e^{-\frac{\delta_{m}}{2} \int d x \frac{\delta^{2}}{\delta J^{2}}} \int D \Phi e^{-\frac{1}{2} \int d x \Phi\left(-\square+m_{0}^{2}\right) \Phi+J \Phi}  \tag{C.33}\\
& =\frac{1}{\sqrt{\operatorname{det}\left(-\square+m_{0}^{2}\right)}} e^{-\frac{\delta_{m}}{2} \int d x \frac{\delta^{2}}{\delta J^{2}}} e^{\frac{1}{2} \int d x d y J(x) G_{\Delta_{0}}(x, y) J(y)}
\end{align*}
$$

where $\Delta_{0}\left(\Delta_{0}-d\right)=m_{0}^{2}$. Working the exponential with the counterterm, we have,

$$
\begin{align*}
W_{2}[J] & =-\frac{1}{2} \log \left(\operatorname{det}\left(-\square+m_{0}^{2}\right)\right)+\int d x d y J(x) G_{\Delta_{0}}(x, y) J(y)  \tag{C.34}\\
& -\frac{\delta_{m}}{2}\left[\int d x G_{\Delta_{0}}(x, x)+\int d x d x_{1} d x_{2} G_{\Delta_{0}}\left(x, x_{1}\right) G_{\Delta_{0}}\left(x, x_{2}\right) J\left(x_{1}\right) J\left(x_{2}\right)\right]
\end{align*}
$$

$W_{1}=W_{2}$

By construction, $W_{1}[J]=W_{2}[J]$, then to first order in $\delta_{m}$ and computing two derivatives with respect to the source $J$ we find

$$
\begin{equation*}
\left.\frac{1}{\left(2 \Delta_{0}-d\right)} \frac{d}{d \Delta} G_{\Delta}\left(x_{1}, x_{2}\right)\right|_{\Delta=\Delta_{0}}=-\int d x G_{\Delta_{0}}\left(x, x_{1}\right) G_{\Delta_{0}}\left(x, x_{2}\right) \tag{C.35}
\end{equation*}
$$

An important case is to consider $x_{1}=x_{2}$. Of course, this demands to consider the regulated bulk-to-boundary propagator

$$
\begin{equation*}
-\frac{1}{(2 \Delta-d)} \frac{d}{d \Delta} G(1)=\int d x G_{\Delta}\left(x_{1}, x\right) G_{\Delta}\left(x, x_{1}\right) \tag{C.36}
\end{equation*}
$$

The r.h.s integral is the known integral that appears in the eight-diagram.
This computation gives an ultra-simple way to compute the integral (C.35) that will be useful for the triple tadpole diagram. However, this computation goes beyond the scope of this work.

## C. 4 Integrals over Bessel functions

A useful integral consist is the integral (5.2.1) for $\alpha=-1$. This integral diverges in the lower limit, so we consider the regulated integral. The result is obtained using Mathe-
matica [83].

$$
\begin{align*}
& \int_{\epsilon}^{\infty} x^{-1} K_{\nu}(x) K_{\nu}(x) d x=\frac{\csc (\pi \nu)}{8 \nu}\left(\pi^{2} \nu \epsilon^{2} \csc (\pi \nu)_{3} \tilde{F}_{4}\left(1,1, \frac{3}{2} ; 2,2,2-\nu, \nu+2 ; \epsilon^{2}\right)\right.  \tag{С.37}\\
& +4^{-\nu} \sin (\pi \nu) \epsilon^{-2 \nu}\left(16^{\nu} \Gamma(\nu)^{2}{ }_{2} F_{3}\left(\frac{1}{2}-\nu,-\nu ; 1-2 \nu, 1-\nu, 1-\nu ; \epsilon^{2}\right)\right. \\
& \left.-\Gamma(-\nu)^{2} \epsilon^{4 \nu}{ }_{2} F_{3}\left(\nu, \nu+\frac{1}{2} ; \nu+1, \nu+1,2 \nu+1 ; \epsilon^{2}\right)\right) \\
& \left.-2 \pi\left(\psi^{(0)}(-\nu)+\psi^{(0)}(\nu)-2 \log (\epsilon)+\log (4)\right)\right)
\end{align*}
$$

We shall notice that the result only holds for $\nu \notin \mathbb{Z}$.
This integral is useful for studying the regulated integral of two bulk-to-boundary propagators colliding into a bulk point. To obtain the position space result (4.11) we have to take the limit of $\epsilon \rightarrow 0$ and use[97]

$$
\begin{align*}
\int d \vec{k} k^{2 \nu} e^{i \vec{k} \cdot \vec{x}} & =\frac{\Gamma\left(\nu+\frac{d}{2}\right)}{\Gamma(-\nu)} \frac{\pi^{\frac{d}{2}} 2^{2 \nu+d}}{|\vec{x}|^{2 \nu+2}},  \tag{C.38}\\
\int d \vec{k} k^{2 \nu} \log (k) e^{i \vec{k} \cdot \vec{x}} & =\frac{\Gamma\left(\nu+\frac{d}{2}\right)}{\Gamma(-\nu)} \frac{\pi^{\frac{d}{2}} 2^{2 \nu+d}}{|\vec{x}|^{2 \nu+2}}\left(\log (2)-\log (|\vec{x}|)+\frac{\psi\left(\nu+\frac{d}{2}\right)+\psi(-\nu)}{2}\right) .
\end{align*}
$$

From here we can obtain the result of (4.11).
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    \end{equation*}
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