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PONTIFICIA UNIVERSIDAD CATÓLICA DE CHILE
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ABSTRACT

The Multi-Object Optical and Near-Infrared Spectrograph (MOONS) will be an instru-

ment for one of the 8.2 m ESO Very Large Telescopes. MOONS will observe the spectra

of 1000 objects in a 500 arcmin2 field of view at the same time. To fulfil this challenge, a

micrometric accuracy is required for the positioning of the optical fibres collecting the light

from the astronomical objects. Hence, the movement of the Fibre Positioning Units and the

calculation of the fibre positions in the focal plane of the telescope must be within a maximum

error of 15 µm. The measurement of those positions will be performed by a metrology system

based on the photogrammetry technique.

Close-range photogrammetry uses digital cameras which are positioned nearby the mea-

sured object. The cameras must be calibrated in terms of their positions and optical properties.

This is a crucial step in the complete metrology system, especially if micrometric precision is

required. For that reason, the camera calibration must be performed in optimal room condi-

tions.

In this research, the effect of temperature variations on the target positions was evaluated

to be 0.1 pix during a warm-up period of 20 min or more. However, this effect was reduced to

0.02 pix and the warm-up period was decreased to less than 10 min by developing a controller

for the camera’s pixel clock. Additionally, a∼ 22 % variation of illumination intensity implies

a difference of 0.008 pix in the measurement dispersion. Other aspects studied here are the

illumination angle and the target characteristics. A 180◦ movement of the illumination source

with respect to the camera produces a 0.3 pix drift of the targets images when retroreflective

targets are involved. In contrast, this effect is diminished ∼10 times with the use of larger,

opaque targets.

Keywords: Metrology, close-range photogrammetry, high-precision camera calibration, cali-

bration conditions, temperature, illumination, calibration targets.
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RESUMEN

MOONS, Multi-Object Optical and Near-Infrared Spectrograph, será un instrumento para

uno de los telescopios de 8.2 m del Very Large Telescope de ESO. Este estudiará el espectro

de 1000 objetos celestes en un campo de vista de 500 arcmin2. Para ello ubicará micromet-

ricamente un conjunto de fibras ópticas sobre la imagen de dichos objetos. El movimiento

de las Unidades Posicionadoras de Fibra y el cálculo de sus posiciones deben tener un error

menor a 15 µm. Este cálculo se realizará con un sistema de metrologı́a basado en la técnica

de fotogrametrı́a.

La fotogrametrı́a de rango cercano mide espacialmente objetos cercanos con cámaras dig-

itales. Por ello, ellas deben calibrarse en términos de su posición y propiedades ópticas, lo que

es crucial para el funcionamiento del sistema completo, más aún si se requiere precisión mi-

crométrica. Por lo tanto, la calibración de cámaras debe desarrollarse en condiciones óptimas.

En esta investigación, el efecto de las variaciones de temperatura debido al calentamiento

inicial de las cámaras, fue estimado como 0.1 pix de movimiento en las posiciones de los tar-

gets en las imágenes. Este efecto se redujo a 0.02 pix, al igual que el tiempo de calentamiento

de las cámaras, que pasó de más de 20 minutos a menos de 10 minutos. Además, se estudió

que una variación de 20 % en la intensidad de la iluminación produce una diferencia de dis-

persión de medición de 0.008 pix. Asimismo se concluyó que 180 ◦ de variación angular de

la iluminación y las cámaras produce variaciones de 0.3 pix con el uso de targets retroreflec-

tantes. Por el contrario, estas variaciones se reducen ∼10 veces con targets opacos de mayor

tamaño.

Palabras Claves: Metrologı́a, Fotogrametrı́a de rango cercano, calibración de cámaras de alta

precisión, condiciones de calibración, temperatura, illuminación, objetos para calibración.
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1. INTRODUCTION

Studies of the sky are nowadays being carried out by means of large telescopes and high-

tech instruments. This specialized technology for astronomy is developing fast and has al-

lowed astronomers to discover new phenomena with a direct impact on the development of

scientific theories. Astronomical instrumentation has been a powerful tool to study Earth’s

surroundings and far beyond. New advances in this area will help us to move both scientific

and technological limits forward.

Astronomical studies are usually carried out with the information of the light received

from the Universe. The large aperture telescopes fulfil the function of collecting as much

light as possible and help to resolve astronomical objects that appear close to each other in

the sky. The light from the sky is forwarded to different instruments such as cameras, spectro-

graphs or interferometers. The data received from the instruments allows the analysis of the

electromagnetic spectrum of the astronomical sources to gain knowledge on their chemical

compositions, velocities, and temperatures.

With these motivations, the Astro-Engineering Center of the Pontificia Universidad Católica

de Chile, AIUC, is leading the development and production of parts and entire, highly-

competitive, astronomical instruments. In particular, this work is focused on the Multi-Object

Optical and Near-Infrared Spectrograph (MOONS). In this interdisciplinary and interconti-

nental project, the AIUC team is focused on the metrology system of MOONS which is based

on the photogrammetry technique.

The metrology system of MOONS has the purpose of measuring the position of the optical

fibres that will be employed to receive the light of the astronomical sources to be studied.

Inasmuch as the measurements of this metrology system are performed only depending on

the information collected by a set of cameras, their properties must be very well known. The

procedure to determinate these characteristics is called “Camera Calibration”, which is crucial

for the performance of the complete metrology system (Heikkilä & Silvés, 1997). Hence,
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it is important to perform the calibration in optimal conditions (Muruganantham, Jawahar,

Ramamoorthy, & Giridhar, 2009).

This research focuses on the characterization and optimization of the conditions for the

camera calibration process of a close-range photogrammetry system. In particular, We studied

the effects of temperature variations, illumination and characteristics of the calibration targets.

The thesis is organized as follows: a detailed introduction to the metrology system and camera

calibration is presented in Section 1; in Section 2, the experiments setup to analyse the optimal

conditions is presented; Section 3 discuses the temperature effects on the measurements and

a method to reduce them; Section 4 shows the targets characteristics effects and Section 5

the influence of the illumination intensity in the targets measurements; finally, the results are

summarized in conclusions of Section 6. It is important to mention that Section 1 is dedicated

to present an overview of the project and the following ones are part of a paper sent to a

scientific journal.

1.1. MOONS

MOONS will be one of the third generation instruments for the ESO Very Large Tele-

scopes (VLT’s) at Cerro Paranal, II Region of Chile. This spectrograph will be mounted

on one of the 8.2 m VLT’s to analyse the sky in the wavelength range of 0.6 µm to 1.8 µm

(Cirasuolo et al., 2014), which will be suitable to study both galactic and extragalactic as-

tronomy. The instrument has two observational modes mainly. One high-resolution mode

to study the stars in the Milky Way, and a second of medium-resolution which is dedicated

to study faint galaxies. Due to these characteristics, MOONS would allow to perform an

unprecedented census of the stars of our galaxy and to obtain, for the first time, a massive

number of spectra for galaxies located beyond redshift 1. It will also contribute to the study

of the evolution of the Universe and its beginnings, the study of the growth of galaxies and

the chemical abundances of their stars, and it will also be helpful for monitoring the GAIA

mission and the creation of a 3D model of the Milky Way (Cirasuolo et al., 2014).
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A summary of MOONS most important characteristics is shown in Table 1.1, which will

be discussed in the following subsections.

Table 1.1. MOONS instrument parameters.

Telescope 8.2m, ESO VLT, Paranal, Chile

Field of view 500 arcmin2

Throughput 30 %

Number of optical fibres 1024

Fibre diameter 150 µm

Focal plane Circular, 0.45 m radius

Spectrographs

Medium-resolution mode High-resolution mode

Resolution 4000 - 6000 RI band: 9000

YJ band: 4000

H band: 20000

Wavelength 0.64 µm- 1.8 µm RI band: 0.76 µm - 0.9 µm

YJ band: 0.95 µm - 1.35 µm

H band: 1.52 µm - 1.63 µm

Metrology

Metrology cameras 12 off-axis

Illumination 24 LED arrays, off-axis

1.1.1. MOONS outline

MOONS consists of a Rotating Front End (RFE) and a spectrograph mounted on Nasmyth

platform of one of the VLTs. In general terms, the telescope first focuses the light from the sky

in the Nasmyth focus, where 1000 astronomical objects are selected to be analysed. Then, this

light travels through optical fibres from the RFE to a dual-arm spectrograph, which measure
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Figure 1.1. MOONS instrument mounted on the telescope. The spectrograph
is in the left, the front-end in the centre and one of the VLT’s on the right
(Cirasuolo et al., 2014).

(a) FPU with a fibre attached (Montgomery et
al., 2016).

(b) Set of real Fibre Positioning Units.

Figure 1.2. The Fibre Positioning Units (FPUs) place the optical fibre on the
images of the astronomical sources.

their spectra. In Figure 1.1 the telescope, the RFE and the spectrograph are presented and

compared with the size of a person.
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The 8.2 m telescope has the ability to observe the sky in a field of view (FOV) of 500 arcmin2

and to focus its image in the focal plane. There, the light is received with a set of 1000 optical

fibres in the RFE. The fibres are positioned in the focal plane on the astronomical sources with

the help of 1000 robotic arms called Fibre Positioning Units (FPUs), presented in Figure 1.2.

This FPUs consist of two Faulhaber DC-motors that perform the rotation of the so called

alpha- and beta-arms. The beta-arms hold the fibres that forwards the light into the spectro-

graph. Finally, the light is dispersed in the two spectrograph arms, each arm is composed of

three cameras designed to cover the different wavelength ranges. This schema is summarized

in Figure 1.3, which shows the light path from the astronomical sources to the detectors where

the spectra are recorded.

To accomplish a centring of the light on each fibre, the physical position of the beta-

arms must be known and controlled very precisely. The image of the astronomical object

must be very close to the centre of the 150 µm diameter fibre. The sky projected diameter of

each fibre corresponds to 1.05 arcsec, hence, an accuracy of about 0.1 arcsec is required to

ensure optimal observations. Therefore the accuracy of the beta-arms positioning must have

Figure 1.3. MOONS conceptional overview. The light from the sky is first
received in the telescope, then, it passes to the Rotating Front-End in which
1000 astronomical objects are selected with optical fibre to be studied in the
Spectrograph.
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an uncertainty smaller than 15 µm. Both, measurement of the position of the FPUs and their

movement must fulfil micrometric accuracy.

1.1.2. Metrology system

The purpose of the metrology system is measuring the beta-arms positions with high accu-

racy. It will be composed of a circular array of 12 off-axis metrology cameras, since on-axis

cameras would obstruct the light path coming from the telescope. They will be placed at

560 mm from the focal plane due to the space limitations of the RFE. To cover the complete

0.45 m radius of the focal plane, the FOV of the cameras will overlap with each other (Drass

et al., 2016). A IDS UI-3590 CP Rev-2 camera with a 4212 x 3648 pix sensor of 1.25 µm/pix

was selected in combination with an objective of 12 mm focal length to accomplish this re-

quirement. Thus, the FOV of the cameras in the focal plane is 240 x 208 mm according to the

pin-hole model:
1

so
+

1

si
=

1

f
(1.1)

hi
si

=
ho
so

(1.2)

Where f is the effective focal length, so and si the distance from the object and its image

to the pin-hole, and ho and hi the sizes of the object and its image, respectively. Two lamps,

one on each side of a camera, will illuminate the focal plane. Figure 1.4 shows the geometry

of the metrology system for MOONS, where the cameras observe the focal plane in which the

FPUs and reference targets are located.

The beta-arm positions will be measured by determining the position of a machined dots

on the top of beta-arms, referred as metrology targets or targets from here on. The size of the

image of a 3 mm target can also be estimated with 1.1 and 1.2. Thus, the image of that targets

is 65 µm in the image plane of the camera, which corresponds to 52 pix in the a 1.25 µm/pix

sensor. Therefore, this sensor is suitable to sample well the metrology targets to allow a

precise position determination.
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Figure 1.4. Geometrical configuration of the MOONS metrology system
(Torres-Torriti et al., 2014). A set of 12 metrology cameras are disposed around
the Focal Plane Array to determine the positions of the robotic arms.

Due to the optics of the telescope, the focal plane is curved (part of a sphere with 4 m

diameter). The FPUs follow the curvature of the focal plane forming the Focal Plane Array

(FPA). The targets will be recognized in the images taken with the cameras to then calculate

the positions of the beta arms and with them the position of the fibres in the FPA. The FPA

will also contain the fiducial markers, which are recognizable dot patterns that will reference

the coordinate system.

It is important to mention that, since it is a high precision system and the instrument space

is limited in the RFE, external mechanisms to heat or cool the cameras are difficult to include.

Besides, the performance of external devices may exceed the temperature requirements of the

RFE or introduce turbulences in the light path, which has to be avoided in the astronomical

observations.

1.2. Astronomical metrology

Similar instruments have been developed to perform multi-object spectroscopy. Some of

them are FLAMES, which entered to operation at one of the VLT’s 15 years ago, and FMOS,
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a recently decommissioned instrument at Subaru Telescope of Mauna Kea, Hawaii. As well

as MOONS, other similar instruments will have their first light during the next years, e.g. PFS

for Subaru Telescope, and 4MOST for ESO VISTA Telescope at Paranal.

All these instruments share with MOONS the characteristic of selecting the astronomi-

cal objects using optical fibres. FPS and 4MOST will select the astronomical sources with

∼ 4000 optical fibres (Haynes et al., 2014; Tamura et al., 2016), and FLAMES with 560 fibres

(Pasquini et al., 2002). However, MOONS is the only instrument with more than 1000 fibres

and 2 DOF FPUs which is a great advantage to cover the telescope’s focal plane.

In terms of metrology, they commonly use cameras in the telescope’s light path. Fre-

quently, back-illuminated fibres fed from a stable light source are seen in the focal plane,

which light is projected to the metrology cameras through the telescope optics. In the case of

PFS, a metrology camera of 50 Mpix and 380 mm aperture will be placed in the Cassegrain

focus of the Subaru telescope. The camera size will allow for more resolution in the measure-

ments of the optical fibres positions (S.-Y. Wang et al., 2016). On the other hand, 4MOST

will guide the light to 4 folding mirrors that will reflect it to 4 metrology cameras (Winkler,

Barden, & Saviauk, 2016).

On the contrary, MOONS is the first instrument that performs metrology with 12 cam-

eras placed off-axis. This choice considers that cameras cannot obstruct the light path in the

instrument configuration. This is beneficial to avoid interventions in both, the telescope and

the light path. Besides, the measurements of the fibres positions are overdetermined by the

intersection of 12 cameras FOVs. If one camera suffers damage, the metrology system can

continue its performance.

Although these instruments are similar they have different objectives of study. Some of

them study the southern and others the northern hemisphere; they also work at different fre-

quencies in the ranges of optical and near-infrared wavelengths; and they have various FOV

sizes in the sky.
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1.3. Photogrammetry

The fast evolution of digital cameras and their sensors have made camera based metrology

a widely used technique. In addition, digital sensors, the development of computing power,

and efficient algorithms make image processing faster, more accurate, and reliable (Kang,

Ha, & Jeong, 2008). Depending on the applications, camera based metrology is classified

into two types: photogrammetry and computer vision. Even though photogrammetry and

computer vision have similar applications, they present slight differences. Computer vision

performs quick measurements in a completely automated manner, no matter how difficult to

be recognized the measured scenes might be. Besides, this technique is less accurate in terms

of precision and repeatability and uses low cost sensors (Muruganantham et al., 2009). In

contrast, photogrammetry aims to get the highest precision of the measurements. It creates the

need of having very well defined scenes and results verified by standard references (Luhmann,

2011). Applications such as face or patent identification, robot motion, object detection or

motion recognition are examples of computer vision. On the other hand, several industrial,

science, and engineering applications, such as MOONS, are photogrammetry instances. As

MOONS requires micrometric precision measurements, the discussed metrology system is

developed through the photogrammetry technique.

The term photogrammetry comes from the Greek words phot, that is translated as light;

gramma, which means writing; and metrein, related to measurements. Hence, the term pho-

togrammetry comprises the measurements of the “written” light. Although there is not an

official definition, photogrammetry can be described as the science of obtaining reliable in-

formation from objects that are not in physical contact with the measuring instrument (Schenk,

2005).

Two big categories are found within photogrammetry, which are Aerial and Close-range

photogrammetry. The difference between them lies in the range of closeness of the camera

to the measured object. The first one uses images e.g. taken from planes or satellites far

from the ground to investigate certain portions of the earth. On the contrary, Close-range
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photogrammetry studies smaller objects with cameras located on earth e.g. in laboratories

and industrial production. Here much smaller distances need to be resolved and this explains

why Close-range needs to be more precise than Aerial photogrammetry.

There are variants of Close-range photogrammetry. The use of video instead of pictures

to perform the measurements is one of them. Another is the use of either only one camera

or a set of them to take pictures. The metrology system for MOONS is based on close-range

photogrammetry with pictures and a set of 12 cameras.

1.4. Camera Calibration

The use of cameras for photogrammetry requires the knowledge of their physical and op-

tical characteristics which determine the projection from real world to images. The process of

obtaining this geometric relation is called “Camera Calibration”, and it is crucial in the per-

formance of the complete photogrammetry system (Bacakoglu & Kamel, 1997; Kang et al.,

2008; Luhmann, 2011; Zhang, 2000; Semeniuta, 2016). The accuracy and reliability of the

camera calibration define, in most cases, the performance accuracy of the metrology applica-

tions (Heikkilä & Silvés, 1997; Swapna, Krouglicof, & Gosine, 2009), even more when they

are high precision systems. Camera calibration can be a Self-calibration or a Photogrammetric

calibration (Bazargani & Laganiere, 2015; Zhang, 2000). While Photogrammetric calibration

needs an object to make the references to the real world, Self-calibration do not require any

calibration apparatus. This last type is based on the fact that both the measured scene and

the camera internal parameters are fixed, thus the calibration only needs few images. How-

ever, self-calibration is a new approach and its flexibility may compromise the precision of

the method (Zhang, 2000; H. Wang, Shen, & Lu, 2012). On the other hand, Photogrammetric

calibration is more suitable for high precision applications, but also more expensive due to the

need of very precise calibration apparatus.
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Camera characterization is carried out once, before using the metrology system. In the

case of MOONS, Photogrammetric calibration will be performed in the instruments installa-

tion phase, as cameras should remain fixed all the time (Drass et al., 2016). Hence, camera

position (extrinsic parameters), optical geometry (intrinsic parameters) and lens distortions

are invariant at the moment of making measurements with MOONS.

1.4.1. Perspective projection geometry

The camera calibration is based on the projection geometry between the objects in the 3D

and images space. Thus, three coordinate systems must be defined to understand it. These are

the world coordinate system, the camera coordinate system and the image coordinate system

(Bacakoglu & Kamel, 1997); which are presented in Figure 1.5.

Figure 1.5. Perspective projection geometry for camera calibration. The
metrology camera observes a planar apparatus which describes the World Co-
ordinate System. It focuses the apparatus image in the image plane, which is
defined the Image Coordinate System.

World coordinate system (WCS): This is the reference in the 3D real world, and it is

defined in terms of the calibration object. There is no constraint to the orientation, except

that the Zw axis must be perpendicular to the planar apparatus (Samper, Santolaria, Brosed,

Majarena, & Aguilar, 2013). It is defined with Xw, Yw, and Zw axes in Figure 1.5.
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Camera coordinate system (CCS): It is a coordinate system whose centre is defined in

the focus of the camera. Zc axis of this reference is collinear to the optical axis (Bazargani &

Laganiere, 2015). It is defined with Xc, Yc, and Zc axes in Figure 1.5.

Image coordinate system (ICS): It is a 2D coordinate system that begins in the upper left

corner of the image. It is measured in pixels of the sensor and defined with X and Y axes in

Figure 1.5.

1.4.2. Camera parameters

The 2D-3D projective relation is described in terms of a set of extrinsic, intrinsic and

distortion parameters. The so called “Extrinsic Parameters” are calculated to describe the

camera location in the 3D world. They are defined as two vectors of position and orientation

of the camera in terms of the WCS.

Likewise, the camera’s “Intrinsic Parameters” are the effective focal length, the centre

point, and the scale factor. These correspond to the optical properties and internal geometry

of the cameras, and due to their physical definition, are also called Physical camera parame-

ters (Heikkilä & Silvés, 1997). The effective focal length (fx, fy) describes the optical focal

of the camera measured in terms of the ICS. Besides, the centre point of the optics (cx, cy)

is also measured in terms of X and Y axes and describes the intersection point of the optical

axis with the image plane. Often, (cx, cy) does not correspond to the chip centre as the man-

ufacturing process of the camera can be inaccurate. The last intrinsic parameter is the scale

factor (sx, sy), which depends on the pixel size in X and Y directions; in case it was a square

pixel, then, sx = sy.

In addition, camera calibration also comprises the calculation of lens distortions. One

of the first approaches of the distortion coefficients calculation was made by Brown, who

included them theoretically and who also proved its importance empirically (Brown, 1971).

Most authors describe lens distortion as two components, radial and tangential. Radial distor-

tion is produced by Seidel aberrations and it is measured concentrically to the centre point.
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In contrast, tangential distortion is produced by the misalignment of the curvature centres of

the optics and measured tangentially to circles centred in (cx, cy). Both radial and tangen-

tial distortions are modelled as polynomials, where each one of the coefficients represents

the lens distortion parameters. Several researches do not include the distortion coefficients in

the camera calibration model, others incorporate only radial distortion (Samper et al., 2013;

Zhang, 2000) or only first coefficients inasmuch as some applications do not need the other

ones (Bacakoglu & Kamel, 1997; Heikkilä & Silvés, 1997). However, when high precision is

required, it is important to consider all distortions in the model.

1.4.3. Calibration apparatus

Commonly, the calibration makes use of a well known structure composed by a set of tar-

gets of easy identification. There exist two types of calibration objects: one which is a planar

apparatus, where all targets are in the same plane; and another which is a three-dimensional

structure with targets at different depth levels. Although the 3D apparatus provides high accu-

racy and reliability in the calibration, a precise manufacturing of it is often difficult to achieve.

On the other hand, a 2D object, being of simple shape, brings less accuracy but it is more flex-

ible and cheaper (Samper et al., 2013; Semeniuta, 2016). In addition, a 3D object is harder

to handle and the different depths of the FOV, could lead to a defocus of some targets in the

calibration images.

Several researches have proposed different types of targets, as for example circular pat-

terns, chessboard corners, lines or surfaces (Luhmann, 2011). The most typical used pattern is

chessboard whose lines intersections are used as targets (Samper et al., 2013). Circular targets

are also widely used due to their simplicity and stability in their detection in the images as a

result of the fact that the observed shape is the same from all points of view (Douxchamps

& Chihara, 2009; Yang, Fang, Kong, & Li, 2014). Some other particular targets have been

proposed in literature, as for example circle distributions (Kang et al., 2008), concentric rings

(Yang et al., 2014), circles with lines passing through the centre (Adamos & Faig, 1992),

among others.
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Figure 1.6. Calibration object targets in the World Coordinate System. A cur-
vature is seen in the planar apparatus for MOONS cameras calibration.

Targets are also classified according to their response to illumination. They can be self-

illuminated if illumination comes from the target itself, as for example an optical fibre fed with

light. There are others which require external illumination, such as the retroreflective targets.

These are composed by glass spheres which make light reflect in the same angle in which it

arrived to the target (Feng, Li, Chen, & Li, 2009). The targets can also be non-retroreflectives,

made of a opaque material that will reflect light in all directions (Shortis & Seager, 2014).

For the reasons previously discussed, a planar apparatus with circular targets was selected

for the MOONS cameras calibrations. However, in the use of the calibration algorithm, the

apparatus will be considered as a 3D object, instead of assuming that all targets are placed

in a plane. This decision is based on the fact that the calibration object has some physical

distortions that are not evident to human eye. Figure 1.6 shows the WCS positions of the

calibration targets, which evidence a curvature of our planar calibration object.

1.4.4. Camera models

Many researchers have invested efforts in developing suitable calibration methodologies

to improve the camera calibration process. In general terms, these calibration methods can be
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classified into 3 categories, namely Linear, Non-linear, Two step methods; or other particular

types.

Linear or direct methods are the more straightforward ones, they are based on the pinhole

model, which describes in simple terms the ray trace of light as it passes through a pinhole,

as seen in Figure 1.7. In other words, pinhole model assumes that light is projected in straight

lines to the image plane (Heikkilä & Silvés, 1997).

Figure 1.7. Pinhole model for camera calibration. The point Pw in the World
Coordinate System is projected to Pi in the Image Coordinate System in a
straight line that passes through the Camera Coordinate System origin.

Hence, a point of a 3D object in homogeneous coordinates of the WCS,

Pw = [Pxw, Pyw, Pzw, 1] will be projected to the image coordinate system as:

sPi = CM
[
R | t

]
Pw (1.3)

Where, Pi = [Pxi, Pyi, 1] is the projection of Pw to the ICS, and the rotation matrixR and

the translation vector t describe the extrinsic parameters. This relation is also based on the

Camera MatrixCM that includes the intrinsic parameters as seen in 1.4. The skew γ between

axes X and Y can be neglected in most cases (Zhang, 2000).
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CM =


fx γ cx

0 fy cy

0 0 1

 (1.4)

This systems can be resolved with different methods, such as the Direct Linear Transfor-

mation, DLT; or method of Hall. As linear methods are simple and do not require computa-

tional iterations, they are widely used in vision applications. Nevertheless, they are inadequate

for high precision systems, due to the noise sensibility of the method and the neglected lens

distortions (Bacakoglu & Kamel, 1997).

On the other hand, non-linear methods are more precise and reliable, since they are itera-

tive and include lens distortions. They model radial (drx, d
r
y) and tangential (dtx, d

t
y) distortions

as seen in 1.5 and 1.6, where ki and pi are radial and tangential distortion coefficients, respec-

tively, and ri =
√
P 2
xi + P 2

yi.

drx = Pxi

∑
i

ki r
2i
i dry = Pyi

∑
i

ki r
2i
i (1.5)

dtx = 2 p1 Pxi Pyi + p2
(
r2i + P 2

xi

)
dty = p1

(
r2i + P 2

yi + 2 p2 Pxi Pyi

)
(1.6)

The distortions of the projection Pi are included in the model as the distorted image coor-

dinates of point Pw, (P̂xi, P̂yi), as seen in 1.7 (Heikkilä & Silvés, 1997).

(P̂xi, P̂yi) =
(
Pxi + drx + dtx, Pyi + dry + dty

)
(1.7)

The non-linear methods aims to minimize the projection error, calculated as the difference

between the image position of the targets and the calculated projection of the real positions of

them in the WCS. Hence, the optimization problem is reduced to the expression shown in 1.8,

where Pi jk is the position of the target j of the image k in the ICS, and P̂i jk is the estimated

projection from 3D to 2D of the same target.
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min
∑
j

∑
k

|| Pi jk − P̂i jk || (1.8)

This optimization can be resolved with methods such as the Levenberg-Marquardt opti-

mization, the method of Faig, or the method of Paquette. Nonetheless, non-linear methods

are computational expensive and requires a good initial guess to avoid local solutions. The

problems of the methods are compensated with a combination of them. These are called

two-step methods, which consist in computing a first approach of the parameters through a

linear method, and then performing a non-linear optimization to minimize the projection er-

ror. Thus, the algorithm becomes more precise, reliable and less computationally expensive.

Some of the most renowned of these methods are Tsai and Zhang (2000) methods (Samper et

al., 2013). Other variations of the two-stage methods have also been proposed. For example

a three-stage method, which includes an optimization of the rotational matrix (Bacakoglu &

Kamel, 1997); or a four-stage method that corrects the ellipse centre and the distorted image

coordinates (Heikkilä & Silvés, 1997).

1.5. Calibration procedure

The photogrammetric calibration process is a structured series of steps that begins with

taking a set of images of the calibration object. The second step is the segmentation of each

target in order to retrieve the object positions in each image. Once the image positions are

known, it is necessary to recover a correspondence of the image objects with the real posi-

tions in the 3D world. These correspondences are necessary to perform the optimization of

expression 1.8, which gives the camera parameters.

1.5.1. Image acquisition

The calibration images are obtained taking pictures at different angles of the calibration

object. The larger the number of pictures acquired, the better the result achieved, since the

non-linear optimization improves. The calibration algorithm requires avoiding degenerated
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scenes, which are produced when the camera only is translated without rotations with respect

to the object. The degenerated configuration does not contribute to the constraints in calibra-

tion method (Zhang, 2000).

1.5.2. Target segmentation

The second step of the camera calibration is the segmentation of targets in the images.

First, all targets are detected and in a second step their positions are determined with sub-

pixel precision.

This part of the calibration is of utter importance, since the following procedure is based

on the targets positions (Douxchamps & Chihara, 2009; Semeniuta, 2016). Both accuracy and

robustness of the system are also affected by this step (Semeniuta, 2016), thus it is crucial to

perform segmentation in the most precise manner.

In order to detect and locate circular targets, some researchers have proposed to use direct

approaches such as determining the centroids. This method consists of detecting the features

and then performing a weighted mean with the intensity and position in the ICS (Feng et al.,

2009). Centroid calculation is simple to follow but it is dependent on room conditions and

target homogeneity (Ouellet & Hebert, 2007). Other researchers have proposed contour based

segmentation, such as ellipse centre. This technique diminishes the perspective distortion

produced when the camera takes pictures at high angles, which are measured from the normal

of the targets (Ouellet & Hebert, 2007). Again a different group of authors have proposed

to solve the skew problem of circle patterns with the inclusion of a correction of the ellipse

centre in the camera model (Heikkilä & Silvés, 1997)

Centroid segmentation is performed during the calibration of the MOONS cameras using

existing software suitable to perform the task. Two software packages DAOFIND as used in

IRAF (Iraf, n.d.) and Source Extractor (SExtractor) (Bertin, 2014) were compared. It was

concluded that SExtractor presented 0.02 pix less of deviation in the detection of simulated

targets under noise and background conditions that were similar to the experimental images.
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Besides, DAOFIND uses circles and SExtractor ellipses, thus Sextractor was selected to per-

form photometry on the calibration images (Drass et al., 2016). This open-source software is

widely used in astronomy applications. As the circular white targets on a dark background

are similar to astronomical images, SExtractor is suitable to determine the positions of the

features in the images and store them in a text catalogue.

1.5.3. Match 2D to 3D positions

The calibration algorithm requires to know the match of the targets positions in the images

and in the WCS. For that reason, the coordinates of the targets in the WCS must be known with

micrometric precision to accomplish with the requirements of the photogrammetry system. A

commercial photogrammetry system of Geodetic System Inc. (GSI) called “V-STARS N”

(V-STARS/N, n.d.) is used to establish the WCS reference. This system is commonly used

in surfaces measurements of antennas, and pieces inspection. V-STARS N consists of a high

resolution camera, retroreflective targets stickers, scale bars and software for suitable data

processing. To perform photogrammetry measurements with V-STARS N, the targets have

to be sticked on the object that will be measured, and the scale bars at its side. Pictures of

the object are then analysed in the PC, which computes the targets positions. This is very

accurate system, that can reach down to 5 µm precision in each direction of our calibration

apparatus. Since the user has to take several pictures of the calibration pattern, the system is

not fully automated, thus it is not suitable for the daily operation at the telescope. Besides,

retroreflective targets must be placed on the measured object, which in MOONS case are

beta-arms. However, it is a very helpful tool in the calibration process to calculate the 3D

coordinates of the calibration targets.

The matching process of SExtractor and V-STARS N catalogues begins with the homog-

raphy transformation of each image to fit the world coordinate system. The first task is recog-

nizing certain points of the image (4 or more) that are correspondent to the same point in the

real world. In order to achieve this, coded targets, delivered with V-STARS N, are used. They

are known dot patterns easily recognizable in the images and in the 3D catalogue provided
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by V-STARS N. With this information, the homography matrix is easily computed, and the

positions of the targets in the image are mapped to an initial 3D position in the WCS. This is

enough to find the nearest targets between the images and the V-STARS N catalogue. Finally,

results are stored in a text file.

1.5.4. Calibration computation

The Zhang’s two-step method has been modelled in MATLAB, by Jean-Yves Bouguet

(2015), and extended to OpenCV (2016). This algorithms require the match between the

ICS and the WCS to perform the calibration optimization. Thus, the camera calibration for

MOONS will be performed through OpenCV, starting from the matches.

1.6. Measurement conditions

Even though camera calibration methods have been an active research field, little atten-

tion has been concentrated in the camera calibration conditions (Heikkilä & Silvés, 1997).

Until now, researchers have studied the calibration targets (Douxchamps & Chihara, 2009),

the geometry of the cameras (Handel, 2007), and the properties of the camera sensor, such

as the dark current or the fixed pattern noise (Ortiz & Oliver, 2004; Healey & Kondepudy,

1994). However, the room conditions present at the time the images are acquired are also

important since they affect the quality and segmentation of the images. This process may be

compromised due to insufficient illumination, temperature differences, inaccurate calibration

apparatus or mechanical perturbations. Consequently, it is important to make efforts in opti-

mizing the conditions during camera calibration for a high precision photogrammetry system

(Muruganantham et al., 2009).

Most of researchers prefer to include the measurement conditions corrections in camera

model (Kang et al., 2008). Nevertheless, camera model and calibration methods become

complicated and computationally intensive with the inclusion of more constraints and com-

pensations. hence, we discovered that some environmental conditions such as temperature,
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illumination and calibration apparatus characteristics can be precisely controlled to get a bet-

ter segmentation of the images before the data analysis. The conclusions can also be extended

to the entire measurement process of the metrology system.

1.7. Hypotheses

The hypotheses of this research is that certain characteristics such as illumination, temper-

ature changes, target size, and the target’s retro-reflectivity, introduce undesired uncertainties

in the order of 0.5 pixel in the segmentation and position determination of the targets in the

images. It is also proposed that this characteristics can be optimized in order to achieve a

precision of less than 0.1 pix in the image segmentation.

1.8. Objectives

As a principal objective, this work aims at finding the optimal conditions required for

the calibration of the MOONS cameras. Hence, the specific objectives of the research are:

1) Characterizing quantitatively the effects of illumination, temperature and target character-

istics. 2) Finding methods to compensate these conditions. 3) Achieving a calibration of

MOONS cameras that allows a precision within the requirements of the system.
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2. MEASUREMENT SETUP

To evaluate the effects of the room conditions in the targets images positions, we propose

a set of experiments to measure the relative drift of the targets in the ICS, and their mea-

surement error, as a function of the environmental conditions and the target properties. In

every test we keep the position of the camera and targets still, and vary a single environmental

parameter, such as the camera temperature, the illumination orientation or intensity, or the

physical properties of the targets. The tests setup includes:

Camera: A metrology CMOS camera, IDS UI-3590 CP Rev-2 in gray scale mode. Pixel size

is 1.25 µm, which ensures high resolution images.

Objective: A 8.5 mm KOWA camera objective.

Illumination: One Metz Mecalight LED light array (72 LEDs) controlled by an industrial

PC called Beckhoff system; and One Metz Mecalight LED light array with a poten-

tiometer to control light brightness, powered by an off-the-shelf network supply.

Targets: 3 mm and 6 mm non-retroreflective, and 3 mm retroreflective self-adhesive targets.

They are circular white targets pasted on a dark carbon fibre plate.

Support plate: A carbon fibre plate with the pasted targets on an optical table, to ensure

minimal vibrations and minimal thermal expansion.

Temperature controller: OMEGA® CSi8D.

Power-meter: Thorlabs PM320E.

The tests begin by continuously taking images of the targets for over one hour. The camera

and the carbon fibre plate stay in the same position throughout the tests in order to guarantee

constant measurement conditions, as seen in Figure 2.1. The tests are performed in a dark

room, with the only illumination of the LEDs arrays. The position, brightness and shape of

all circular white targets in the images are measured using Source Extractor (Bertin, 2014).

This software is commonly used to analyse astronomical images, which are similar to the ones

acquired in the calibration process and in the stability tests. Thus, the photometry of Source

Extractor (SExtractor) proved to be suitable for that purposes.
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(a) (b)

Figure 2.1. Experimental laboratory setup. The camera and calibration plate
remain in their positions in the WCS.

The results are stored as a catalogue for each image which includes the Cartesian posi-

tions in the ICS in pixels. Then, every target position is compared to a reference catalogue.

This one contains the ICS positions of the targets at the moment of the test set as reference.

The difference of each catalogue to the reference is studied in terms of its standard deviation

and average. The average is used to quantify systematic effects affecting the entire image,

while the standard devitation is used to quantify measurement errors. The studied room con-

ditions are varied one by one during the stability tests. Each tests details are explained in the

correspondent sections.

According to our setup, the transformation of the drifts in the ICS to the camera image

plane are defined by the pixel size of 1.25 µm / pix. The translation of the ICS distances to

the ZW = 0 plane of the WCS are determined by the range of 86.25 to 126.98 µm / pix, in

accordance with the distance to the camera. However, these scales depend on the focal length,

the pixel size and the position of the camera, thus all results will be presented in pixels.
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3. TEMPERATURE OPTIMIZATION

3.1. Camera warm-up

The camera temperature increases during the acquisition of the first images after the cam-

era has been turned on. This effect, called “camera warm-up”, takes several minutes before

a constant temperature is achieved and produces a position drift in the targets positions on

the order of 0.1 pix (Yu et al., 2014; Podbreznik & Potoc̆nik, 2008; Handel, 2007; Sentenac,

Maoultt, Rolland, & Devy, 2003; Smith & Cope, 2012). This is due to mechanical deforma-

tions of the optical geometry and changes of the refractive index of the lenses (Handel, 2007;

Yu et al., 2014). An example of the change of temperature during camera warm-up is shown

in Figure 3.1, where the temperature increases around 5 ◦C and then it stabilizes after the first

77 images. In this case, the temperature is considered stable having less than 3 % of variation.

Since the images are taken at 4.35 frames / minute, it takes 18 minutes to stabilize the camera

temperature.
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Figure 3.1. Warm-up effect. Temperature evolution depending on the number
of images taken.
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Figure 3.2. Histogram of the differences to the reference in 3 representative
images at different temperatures. First row (image 2) represents the camera
warm-up period, second row (image 400) the constant reached temperature,
and third one (image 750) the external heated temperature. Image number
360, corresponding to stable temperature, was set as reference.

This problem was evidenced in the movement of the targets positions in the stability test.

During it, we first waited until the temperature of the camera stabilized, and then warmed it

up more using an external heater. The camera sensor temperature was stored in the header of

the FITS format images. The results are shown in Figure 3.2, where the first row shows an

histogram of the drifts during the warm-up; the second row, during the constant temperature,

and the third one, after the external heating.

As seen in Figure 3.3, the 4.76± 0.06 ◦C exponential temperature variation during the

camera warm-up period produces a drift of 0.09± 0.01 pix in Y axis and of 0.11± 0.01 pix

in X axis. A similar behaviour is seen when temperature is increased on purpose, more

targets have a high drift when temperature changes. When the heater is used, the sensor

temperature goes up by 6.06± 0.06 ◦C, and the drifts in X and Y axes are 0.18± 0.01 pix

and 0.17± 0.01 pix, respectively. Both results lead a drift rate of the measured targets po-

sitions in the range of 0.02 pix/◦C to 0.03 pix/◦C. In the same plots, the standard deviation
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Figure 3.3. Drifts of target positions and temperature variations in each im-
age. The mean and the standard deviation of the differences to the reference
catalogue are shown for each image. Image number 360, correspondent to a
constant temperature, was set as a reference..

of the differences in the warm-up period reaches 0.11± 0.005 pix and 0.09± 0.005 pix in X

and Y axes, respectively; and with the external heating these values are 0.29± 0.005 pix and

0.23± 0.005 pix, in X and Y axes.

This effect is due to changes in the geometry of the camera optics; in this case, the

thermal expansion coefficient was estimated to be within the range of 93 · 10−6 m/(mK) to

255 · 10−6 m/(mK) during the camera warm-up period. This value was calculated considering

square pixels with 1.25 µm of side length and an expansion in the image plane. This es-

timation does not match the linear expansion coefficients of the typical camera materials,

such as Silicon with 3 · 10−6 m/(mK), Aluminium with 22.2 · 10−6 m/(mK), or Glass with

30 ·10−6 m/(mK). Thus, we conclude that the drift effect is not only produced by thermal

expansion of the sensor support, but also by the misalignment of the optical elements of the

camera.

Due to the impossibility of using an external temperature controller for some applications,

the state of the art in this field has proposed methods to correct the effects of temperature vari-

ations after determining the target positions in the images. The drift effect is included in the
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calibration model, but it becomes difficult to isolate the effects of temperature on the camera

parameters from other unknown systematic effects (Yu et al., 2014). Besides, the model uses

discrete values of temperature to calculate camera parameters, thus, some images taken dur-

ing the camera warm-up period would not have a precise drift compensation. Other authors

have proposed a position correction through a drift model (Handel, 2007) which achieves a

warm-up correction when the temperature only distorts the image plane while the projection

centre remains constant. Thus, the algorithm is only applicable when the camera position is

precisely known.

3.2. Temperature stabilization

Adjusting the temperature to a constant level before taking the images helps to avoid fur-

ther data processing to correct positions drifts. We experimented controlling the temperature

using the pixel clock of the camera, which defines the reading speed of the sensor cells. A

higher pixel clock value implies a rapid reading of the sensor, and thus a faster transmission of

the data to the PC. As a consequence, the temperature of the sensor increases rapidly (Gentele
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Figure 3.4. Drifts of targets positions in each image after the camera is heated
by pixel clock. The mean and the standard deviation of the differences to the
reference catalogue are shown for each image at a constant temperature.
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& Lewinsky, 2015). Once the temperature reaches the constant value, the pixel clock is set to

its initial value, and then the following images are taken at a constant temperature.

As seen in Figure 3.4, this method stabilizes the temperature before the image acquisition.

Hence, the calibration images are taken at a constant temperature which reduces the drift of

the target positions in the image. The drift shown by the mean of the differences of each target

position to the reference is at most 0.02± 0.01 pix inX axis and 0.06± 0.01 pix in Y axis; and

the standard deviation is 0.02± 0.004 pix and 0.06± 0.01 pix for X and Y axes, respectively.

These values are smaller compared to obtained when temperature changed since there is a

minimum drift and the targets positions present less dispersion at a constant temperature, as

seen in Figure 3.5.

The drift is reduced around 5 times, when the temperature is raised to a constant value

using the pixel clock. However, there is still an open question regarding the performance

of this method upon very different environmental temperatures, as we expect them to affect
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the temperature gradient across the camera optics. Thus, calibration should be performed at

different temperatures in the range of the operation possibilities. We will leave the study for

future works.

This method is also suitable to reduce the time needed for the warm-up, which takes

between 20 and 60 minutes. The camera warm-up using a high value of pixel clock takes 7

minutes to reach a constant temperature. Hence, the method is very quick if it is compared

to the intrinsic warm-up period of the camera. Thus, the pixel clock solution is suitable to

applications that require relatively short response time.



30

4. TARGETS CHARACTERISTICS OPTIMIZATION

4.1. Dependency on the target type

The calibration targets allow to relate the 3D scene to the 2D pictures through the corre-

spondences between their positions in the ICS and in the WCS. Commonly, the targets are

patterns, such as lines, corners and circles; however, the detection accuracy of both lines and

corners is affected by the size and orientation of the lines. This makes the calibration depen-

dent on the angle of observation, therefore, circular targets become the most common patterns

used in photogrammetry (Heikkilä, 2000). Hence, in this experiment circular white targets

are evaluated.

One of the key issues to achieve high accuracy in photogrammetry is the proper extraction

of the targets in the images (Luhmann, 2011). The simplest algorithm is to use centroid

according to pixel intensities, but later studies have proposed to use contours extractions.

Among them, we can find the ellipse centre (Ouellet & Hebert, 2007) or the extractions of

another type of target shape, as for example a target whose shape is recognized by Hough

transform of circles and lines (Adamos & Faig, 1992). In this thesis, the targets positions

are measured with SExtractor, which uses their intensity and shape to estimate their weighted

centroid.

In contrast to the detection algorithms, few researchers have paid attention to the physical

properties of the targets. Douxchamps and Chihara (Douxchamps & Chihara, 2009) proposed

that large targets are affected by non-linear distortions, but they are better than small targets

in terms of noise and discretization. Thus, they developed a new calibration technique that

compensates the non-linear distortions and allows to enlarge the target size.

Light reflection is also another characteristic of target construction, as they can be self-

illuminated, opaque or retroreflective targets (Shortis & Seager, 2014). These last ones are

commonly made of glass spheres that reflect the light back to its original direction and they

are the most used type in industrial photogrammetry (Feng et al., 2009). However, the light
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received from the targets will be different at different camera locations. Thus, this angle

characteristic makes the measured positions of the targets dependent on the observation angle.

We performed an experiment to compare the illumination angle dependency of retrore-

flective and opaque targets, as well as target size. The objective of this test is proving that the

retroreflective condition makes the targets positions in the ICS dependent on the illumination

angle, and that opaque and bigger targets are beneficial to reduce this effect. During the sta-

bility test, the illumination source is moved to the opposite side of the sensor several times

in the Yw axis of Figure 2.1. A comparison of the illumination angle dependency is made in

terms of the images positions for retroreflective and opaque targets of 3 mm and 6 mm.

4.2. Convenient targets characteristics

The dependency on the illumination angle is presented in Figure 4.1, where the measured

mean position of the retroreflective targets moves 0.03± 0.01 pix and 0.33± 0.01 pix in X

and Y axes respectively. The differences have a larger dispersion when the images are taken

at different illumination angles, this value reaches up to 0.07± 0.002 pix in the X axis and

0.11± 0.002 pix in the Y direction. This effect is 10 times higher in the direction of Y axis

than in X direction since the LEDs array was moved along the Y axis of the camera’s image

plane. This proves that the targets positions change is a systematic effect produced by the

illumination angle variations. Thus, the light received from the retroreflective targets varies

with the illumination and the camera’s observing angle. As a consequence, the measured

targets positions depend on the observation angle.

This angle effect is reduced in the camera calibration process, since the images are taken

from several angles around the calibration object. However, the calculation of the extrinsic

parameters, depends on the camera location in the WCS. Hence, at the moment they are calcu-

lated, it is important to have the scene components fixed. In this case, the illumination angle

is decisive in the positions of the targets, which makes inconvenient the use of retroreflec-

tive targets. Besides, if the measurements of a photogrammetry system are performed by one
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Figure 4.1. Comparison of positions movements dependent on target charac-
teristics, when illumination angle changes 180◦. The mean and the standard
deviation of the differences to the reference catalogue are shown for each im-
age at independent illumination changes. The retroreflective targets show a
higher illumination angle dependency.

fixed camera, the illumination angle will also be important since the deprojection to the WCS

is based on the targets ICS positions.

The use of opaque targets reduces the angular dependency by a factor of 10, compared

to the retroreflective ones, as seen in Figure 4.1. Even though the measured target displace-

ment along the Y axis for opaque targets is slightly higher than in X axis, the angle effect is

reduced to 0.02± 0.01 pix and 0.03± 0.01 pix in X and Y axes for the 6 mm targets; and to

0.03± 0.01 pix and 0.04± 0.01 pix for the 3 mm targets. For that reason, the use of opaque
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targets instead of retroreflective ones is recommended. They help to reduce the angle depen-

dency in the calculation of the extrinsic parameters and in the photometric measurements of

one fixed point of view. Hence, the use of opaque targets relieves the need of using a great

quantity of images from different points of view in the camera calibration to compensate for

the angle effects.

The use of opaque targets of bigger sizes reduces the illumination angle effect as well.

Targets of 6 mm reduce the position changes in 0.01 pix compared to 3 mm targets. As it

improves the conditions for the following photometry, it is desirable to enlarge the mentioned

area by the use of 6 mm targets instead of 3 mm or smaller targets. Hence, the use of larger

targets, or having the camera closer to the calibration plate would lead to have a larger area in

the sensor covered by the image of the metrology targets.
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5. ILLUMINATION OPTIMIZATION

5.1. Illumination and image quality

Proper illumination conditions improve the whole photogrammetry system since the

illumination affects the image quality and the target photometry (Klanc̆ar, Kristan, & Karba,

2004; Luhmann, 2011; Lyu, Gao, & Yang, 2017; Wu, Li, Zhang, & Ye, 2016). The exact ex-

traction of the calibration targets in the images becomes difficult with bad lighting conditions

(Kang et al., 2008) since low intensities produce a low signal to noise, and high intensities can

saturate the images. Thus, a uniform illumination of the cameras’ FOV is needed.

The literature proposes many methods to perform a compensation of the illumination ef-

fects after the image acquisition process. They are included in the photometry under the name

of “invariant to light” methods. Some of them are, modelling the illumination as a Gaussian

distribution around the Otsu threshold (Khan, Nisar, Ng, & Lo, 2015) or using a multiplicative

reference image to counteract the effect (Klanc̆ar et al., 2004). There is also another way to

solve the problem, which is managing the illumination in the setup step (Lyu et al., 2017).

Muruganantham et al. (Muruganantham et al., 2009) proposed the existence of an optimal

value of illumination so that the camera characterization had a better repeatability and preci-

sion. In slightly different applications, such as in automated optical inspection systems (AOI),

illumination compensation in the setup is achieved using structured illumination. Some of

them are, a shape optimization of the physical light (Wu et al., 2016) or a control loop through

a projector whose intensity depends on the camera measurements (Lyu et al., 2017).

In this work, we aim at characterizing the variation of the targets positions produced by

different illumination intensities in order to reduce them in the image acquisition process. Our

proposed photogrammetry application uses a LEDs array to illuminate the FOV of the camera,

since they accomplish one of the best performances in terms of lifetime and adaptability (Wu

et al., 2016; Liu et al., 2014). For this purpose, the stability test is performed at different

illumination intensities. The light intensity is varied in two discrete values with the use of



35

different current supply given by the Beckhoff system and it is measured in the pixel counts

of the targets images and corroborated with the power-meter.

5.2. Illumination advices

Figure 5.1 shows how the standard deviation of the differences to a reference changes

with two light intensities, 3.5± 0.03 µW / cm2 to 5.4± 0.2 µW / cm2 measured with the power-

meter at one side of the calibration plate. This change produces a pixel intensity variation

in the order of 22 %, being the saturated count the complete percentage. There is not an

evident movement of the targets in the images, but they present a difference of their positions

dispersion of 0.008± 0.003 pix when light intensity varies. This is a signal to noise effect,

since the dispersion in the positions is higher when the pixel counts of the targets are closer

to the background counts. The targets move in a random manner when the light intensity

changes, which evidences no systematic change in their positions, as seen in Figure 5.1a.
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Figure 5.1. Movement of targets positions at two illumination intensities. The
blue line presents the illumination in terms of the pixel intensities of the targets
images, being the 100 % the value of saturation. The mean of the differences
to the reference catalogue number 4 is shown for each image. The standard
deviation of the difference to a mean catalogue for each illumination is also
presented. No systematic change is seen in the mean value, however, the mea-
surement error is higher when having less signal to noise.
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Therefore, the calibration images must be taken under homogeneous illumination con-

ditions to avoid having different dispersion values in the measurement error. Maintaining a

uniform illumination in the FOV and in all images, allows all targets to have the same inten-

sity within the linear sensitivity range of the camera. In this range the targets are illuminated

so as to ensure high values for the pixel counts in the image but without saturation. There,

the Gaussian shape of the targets images helps the following photometry process to be more

accurate.



37

6. CONCLUSIONS

In this work we have demonstrated that the variation of some room conditions change

the positions of the targets in the Image Coordinate System. We have found that temperature

variations, illumination and target characteristics affect the sub-pixel precision of the target

positioning, which is an important step of the camera calibration. Three conditions were eval-

uated, being the targets reflectivity the one which affected the most the targets positioning in

the images. Temperature warm-up produced 0.2 pix of less drift, followed by the illumination

intensity whose change implied 25 times less effect than the generated from the temperature.

These effects on the targets positioning was estimated to be about 0.5 pix, which implies an

error in the focal plane of MOONS in the range of 40 µm to 60 µm. However, the compen-

sations and recommendations proposed in this work reduced the positioning changes to less

than 0.1 pix, which corresponds to a range of 8 µm to 12 µm of error in the WCS. The reduc-

tion of the positioning movements is within the requirements for MOONS metrology system,

hence the goals of this work were achieved. The following subsections show in detail the

conclusions of the measured effects and the compensations implemented for each one of the

studied conditions.

Temperature

• During the camera warm-up period, a drift of 0.1 pix in the measured positions of the

targets was observed. A method based on controlling the camera’s pixel clock helped to

quickly achieve a constant temperature, which reduces the measured drift to 0.02 pix.

• The pixel clock method also reduces the camera warm-up to just 7 minutes, which is a

shorter period of time than the intrinsic camera warm-up of more than 20 minutes.

• The proposed method do not require any external controller to the photogrammetry

system. This is beneficial for applications in which the space or the resources are limited,

such as MOONS.

• The drift correction is performed in the image acquisition process, before determining

the position and characteristics of the targets in the images. This is a novelty in contrast

to other methods which model the effect in the calibration algorithms.
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• It was also concluded that the original drift is not only produced by thermal expansion

of the camera supports in the warm-up period, but camera optical properties are altered

with changes of temperature as well.

• Since calibration is affected by temperature changes, it has to be performed at the op-

eration temperature of the entire photogrammetry system. If the photogrammetry system

is exposed to a wide range of temperatures, the calibration of the camera at different

temperatures is required for high precision results.

Targets Characteristics

• The use of retroreflective targets makes their positioning in the Image Coordinate Sys-

tem highly illumination angle dependent. A difference of position on the order of 0.3 pix

is seen when the retroreflective targets are illuminated from opposite locations.

• The use of opaque targets of bigger sizes is recommended in this work. Using opaque

targets, the measured drift becomes 10 times smaller compared to the retroreflective ones,

and 0.01 pix lesser when the targets are of 6 mm instead of 3 mm diameter.

• A lower dependency to the observation angle is beneficial for reducing the need of

taking calibration images from multiple points of view. It is also useful for avoiding the

illumination angle dependency in the estimation of the extrinsic parameters and in the

performance of photogrammetric measurements with a camera that remains in the same

position in the WCS.

• The angle effect is also controllable if the source of illumination is fixed to the metrol-

ogy camera. However, this practice could produce an non-homogeneous illumination in

the field of view of the camera.

Illumination Intensity

• A 22 % of different light intensity makes the dispersion of the targets positions change

around 0.008 pix due to differences in the signal to noise ratio. For that reason, it is

advisable for achieving micrometric accuracy, to have an homogeneous illumination in

the field of view of the camera and in all calibration images.
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