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Abstract

This thesis is focused in the study of transport phenomena in strongly correlated
systems. Particularly we have evaluated the non-equilibrium thermoelectric transport
current and thermoelectric transport coefficients of a hybrid system, composed by a
quantum dot connected to a normal s-wave superconductor and a topological super-
conductor leads, using the Keldysh formalism and Floquet theory.

Due the non-conventional terminals, these system presents interesting correlations
between different kind of quasi-particles, in particular, Cooper pairs and Majorana
Fermions. The later are characterized by a non-abelian statistics and its discover in
strongly correlated systems has opened new research horizons for the condensed matter
community.

Our results show a non-linear electrical current for different magnetic fields, whose
peaks are signatures of Majorana Bound States. We also show that the transport
processes are highly mediated by Andreev reflections and Andreev bound states, which
are the principal mechanism present in the superconducting proximity effect of these
kind of systems.

Starting from the electrical current, we have evaluated the thermoelectric performance
of the system for different magnetic fields, characterized by the Seebeck coefficient S,
electrical and thermal conductivities o, k, Lorenz number L and the figure of merit Z7T,
which reaches its maximum value ZT = 0.02A/kp at a finite magnetic field H = 0.3A
at an applied bias voltage 0.7¢eV/A. We also found that this system has a Lorenz
number which achieves a maximum and minimum values far apart to those reported

for Fermi liquids, violating the Wiedemann-Franz law.
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Chapter 1

Introduction

In the last decade, our understanding of the electronic band structure of solids has
been drastically changed by the incorporation of topological effects and the realization
of topological materials, like topological insulators and topological superconductors [1, 2].
It is based on the realization that spin-orbit interaction in materials can lead to such
electronic phases which has been observed in real materials [3] 14, [5].

One of the most interesting features of topological insulators is the bulk-boundary
correspondence, which means that for nontrivial topological invariants, there are gapless
surface modes (edge states) despite of the insulating bulk behavior (similar to an ordinary
insulator) away from the surface. These modes turn out to be Dirac fermions. Similarly,
in topological superconductors there is typically a bulk gap for quasi-particle excitation,
but nontrivial value of corresponding topological invariant again implies the existence of
gapless surface modes, but in this case, these modes correspond to Majorana fermions [6].

Since one of the compelling criteria of material to be topological is that the system
ought to have an energy gap, the topological concept extends over any gapped system,
such as superconductors and superfluids.

Recently, there is an attempt to formulate the thermoelectric transport in topological-
like systems theoretically [7]. The intersection of topology and thermoelectricity would
open doors for novel phenomena and new opportunities for energy harvesting that are not

available in conventional systems. This thesis aims to contribute in this new frontier of
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condensed matter physics.

1.1 Structure of the Thesis

In chapter [2| we present a general introduction on the main concepts and processes rel-
evant to the study of thermoelectric transport in topological systems. The mathematical
foundations of non-equilibrium situations we are dealing with are described carefully in
chapter (3], where the Keldysh formalism is derived from first principles. Further, in chap-
ter 4} we present our nano junction model and calculate the non-equilibrium transport
current through the system. Numerical results for the electric current and thermoelectric
performance are presented in chapter [5} The work we present here concludes in chapter [6]

where conclusions and further work are discussed.



Chapter 2

Transport phenomena in
topological and normal

supercondutors

In this chapter we will present an introduction to important topics required to un-
derstand the problem of thermoelectric transport through a system where a conventional
superconductor and a topological superconductor are involved, in which we will find differ-
ent particles (or quasi-particles) like Cooper pairs and Majorana fermions. In particular,
we will center our attention in the interesting appearance of the last one. In section
we will begin by giving a brief look at their history and a mathematical introduction of
their most important properties. Despite their origin as an idea from fundamental parti-
cles, a possible realization in the form of quasi-particles in solid state systems was found
much later. In section we will look at the simplest model in order to find these quasi-
particles in one dimension, the so called Kitaev model. Experimental realizations of the
Kitaev model are also discussed. An important process which occurs at the interface be-
tween a metal and a superconductor, known as Andreev reflections is presented briefly in
section Finally section presents a brief overview of thermoelectric processes which

underlie many practical and technological applications.
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2.1 Majorana fermions and Majorana zero modes

After Schrodinger found the nonrelativistic wave equation for fundamental particles,
Paul Dirac in 1928 developed a relativistic wave equation, whose solutions are a four-
component vector that describes spin 1/2 particles, which admits positive and negative
energy solutions. Dirac proposed that the vacuum state is such that all negative energy
states are filled up. Since we are dealing with fermions, it is impossible for any such state
to be further occupied. This is called the Dirac sea. If we add fermions they only occupy a
positive energy state. Further there is a gap 2m (considereing ¢ = 1) between the highest
negative energy state and the lowest possible energy state. If we inject energy to the system
it is possible to promote one of the negative energy states to positive energy. We have thus
produced a particle with positive energy and a hole in the sea of negative energy. This
is an antiparticle. The particle and antiparticle are related by a symmetry operation that
takes the complex conjugate of the wave function. When a particle and its antiparticle
interact, they annihilate, producing a pair of photons. In 1937 an italian physicist, Ettore
Majorana, recognized a specific representation of the complex Dirac equation. He noted
that the Dirac equation can be separated into a pair of real wave equations, each of which
describes a real fermionic field without the distinction of particles and antiparticles [g].
There are numerous examples of elementary particles described by the Dirac’s equation
and Dirac’s solution, but none have been found that obeys that of Majorana. The discovery
of fundamental particles or quasi-particles governed by Majorana’s solution would have
significant consequences in physics, from cosmology to condensed matter: one of the most
interesting potential outcomes of the existence of Majorana fermions are leptogenesis [9, [10]
in particle physics and quantum computing in solid-state physics [I1].

Even though in solid state physics the only fermionic particles that matter for practical
purposes are electrons, one can find different emergent quasi-particles, which are defined as
collective excitations of the quantum many-body state, describing the interacting electron
system. Some examples are phonons, polarons, magnons, plasmons, etc. In the condensed
matter physics this quasi-particles act like elementary particles and it is possible to study

their properties and symmetries.
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If Dirac’s fermions are described by operators written in terms of creation and anni-

hilation operators ef

5 G respectively, then one can perform a canonical transformation of

these operators to a new basis
L1 . g1 .
¢ = 5(%‘1 +ivj2) and ¢ = 5(%’1 — v52), (2.1)

where one can associate the operator 7;, as the real and imaginary part of the electron

operator. Indeed, inverting the above transformation we get
yi=ci+¢  and oy =il —¢p), (2.2)
and we can see that the Majorana operators ;. satisfy

(Yier 1j8} = 20ii0ap  and AL = yia. (2.3)

It follows that v? = 1, i.e., acting twice with a Majorana operator, we get back the
same state we started with and therefore there is no Pauli exclusion principle for Majorana
fermions. On the other hand, the relations above say that a particle created by the operator
v is equal to its antiparticle. One can try to construct a number operator for Majorana

fermions in a traditional way

n =l =1=9/, (24)
thus a Majorana mode is in a sense always empty and always filled and counting does not
make any sense.

The transformation tells us that any electron system can be written in a Majorana
representation, but this fact is only a mathematical trick and brings no benefit to physical
situations. The reason for that is that two Majorana fermions are spatially localized very
close to each other, i.e. they overlap in a significant manner and make no sense to describe
them as individual particles.

However, there is a novel class of systems, called topological superconductors, in which
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one can find two Majorana fermions spatially separated. In this kind of systems, described
by the BCS theory, coherent superpositions of electron and holes as indicate Eq. occur
naturally. On the other hand, an operator defined by Eq. can act only non-trivially on
a ground state with uncertain total number of particles; such ground state is characteristic
of superconducting systems. The electron-hole excitation of the superconductor plays the
role of particle and anti-particle. Electrons, which are filled states at energy e above the
Fermi level Er, and holes, representing empty states at —e below the Fermi level, have
opposite charge, but the charge difference 2e can be absorbed as a Cooper pair in the
superconducting condensate. We can immediately see that in superconductors charge is
no longer conserved. The superconductor, in effect, shields the electric field and confines
the magnetic field. Therefore, it seems plausible that particles or quasi-particles in the
superconductor would be invariant to charge conjugation, leading to Majorana fermions
described by operators with the structure presented in Eq..

At the Fermi level € = 0, in the middle of the superconducting gap, the eigenstates are
charge-neutral superpositions of electrons and holes. Because of the electron-hole symmetry
one can associate a midgap excitation to Majorana fermions: the creation and annihilation

operators 7T

i (€), 7i(e) for an excitation at energy e are related by

~i(e) = ] (—e). (2.5)

In other words, creating a quasi-particle with energy —e or removing one with energy
e are identical operations. At the Fermi level v(e) = ~v(0) = v = yg the particle and
antiparticle coincide. So, the BCS theory predicts that Majorana fermions should exist in
superconductors. The excitation at zero energy is known as Majorana zero mode and

it is important to mention some important points [12]

1. Because of the fact that creating a particle with the operator 'yg costs zero energy,

in the presence of a Majorana zero mode the ground state of the system must be
degenerate. Naturally, if |0) is the ground state then so is ’yg\()>, but it is not possible
to label the degenerate ground state by the number of Majorana zero modes because

7 = 1 as we mentioned above.

n; =
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2. If a Majorana zero mode exists, then it is topologically protected, provided that
there is an energy gap separating it from all other states. The reason is that the
zero mode cannot acquire a nonzero energy Fg by any continuous deformation of the

Hamiltonian that does not close the gap.

3. A single unpaired Majorana zero mode can exist only in an infinite system, because
in systems of finite size Majorana modes always appear in pairs, reflecting the fact
that such systems always contain an integral number of electrons. Nevertheless, a
situation of interest arises when two Majorana zero modes are spatially separated so
that their individual wave functions have a negligible overlap. In this case the systems
exhibit an unpaired Majorana zero mode. Also, in this situation Majorana modes
can be moved away from zero energy without closing the gap by simply bringing
them close together so that the wave functions overlap. The two zero modes thus

evolve into a pair of levels (Ey, —Fy) with a splitting proportional to the overlap.

4. Majorana zero modes are non-abelian anyons [13| [14], [15], which means that particle
exchanges are non-trivial operations which in general do not commute. It is a crucial
ingredient for non-abelian statistics to have a degenerate ground state, which is
separated from all excited states by a gap. Then adiabatic operations, such as the
slow exchange of quasiparticles positions, can in priniciple bring the system from
one ground state to another. Ivanov [16] provided a simple proof of the non-abelian

statistics for Majorana zero modes in p, + ip, superconductors.

2.2 Detection of Majorana Fermions

The first model realizing Majorana fermions was proposed by Kitaev in 2000 [I7] and

is known as the Kitaev model, described by the Hamiltonian
R N-1 N N-1
==t (e +he) —p Y dles+ Y (Mg + A% el),  (26)
j=1 j=1 j=1

where A represents the nearest-neighbor pairing amplitude, the simplest allowed possibility

for superconducting order parameter with spinless fermions, and we are considering a chain
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with IV sites and open boundary conditions. Because of the fact that the system describes
a one dimensional system of spinless fermions, Kitaev himself describes this model as a toy
model. Since spins are not considered in the Kitaev model, the electron pairs have to live
on neighboring sites instead on to respect the Pauli exclusion principle. This connection of
neighboring sites corresponds to a discretized derivative of a momentum operator and shows
a momentum dependency in the superconducting term. So we know that we do not have
the common s-wave superconductivity, which must be isotropic and hence independent of
momentum. Instead, we have much rater p-wave superconductivity. This model picks the
basic necessary ingredients to realize Majorana fermions, knowing that the result is not an
accurate description of an arbitrary one dimensional real wire. Providing an experimental
setup for a wire or different system that would behave similar to this toy Hamiltonian, is
a challenge that he leaves open. Recent experiments have found signatures of Majorana
fermions in one-dimensional nanowires [18| [19]. It was made of a superconducting material
that has strong spin-orbit interactions. When a magnetic field is placed along the axis of
the wire, a gap opens up between the two spin-orbit bands. If the Fermi energy is within
the gap, then the degeneracy is two-fold, while if the Fermi energy is outside the gap,
then it is four-fold. Connecting this nanowire to a superconductor causes electron states of
opposite momenta and spins to pair together, producing a gap. Combining the degeneracy
with an induced gap creates what is known as a topological superconductor. On the ends of
this construction, a zero-energy bound state appeared, which is thought to be a Majorana
fermion.

The accelerated interest and quick development of further ideas to realize Majorana
fermions in solid state physics was sparked not only by theoretical interest but also by pos-
sible applications that were pointed out by Kitaev: such states could be used as particularly
decoherence resistant qubits for quantum computers and because of their non-Abelian ex-
change statistics, they could be used for quantum computations. A quantum computer

following this concept is called a topological quantum computer [20].
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2.3 Andreev reflections

Andreev reflection is defined as the conversion of electrons into hole excitations in a
metal at the interface with a superconductor [21]. We will not describe the complete process
in this section, or give the entire mathematical formulation, but we will only mention some
of its characteristics and the role they play in the tunneling current in a junction with
a superconductor. When electrons coming from a normal metal impinges the normal-
superconductor interface, some of them are reflected specularly (or normally) and others
suffer a different process, in which they cross to the superconducting metal, creating a
Cooper pair. However, since the superconducting condensate can emit or absorb electrons
in pairs, therefore the creation of a Cooper pair requires another electron. This second
electron is taken from the normal region, creating a hole, which travels in the direction
opposite to the original electron, as is shown in figure . While the electron excitation
is a filled state at energy € above the Fermi energy Er, the hole excitation is an empty state
at energy € below Ep. This process is possible for € < Ag, with Ag the energy gap of the
superconductor. Due to this feature, Andreev reflections provide a mechanism for current
flow through the normal metal-superconductor interface. There are important differences

between the two reflection processes [22]

1. Charge is conserved in normal reflection, but not in Andreev reflection:
The hole is a quasiparticle excitation that has opposite charge as the electron there-
fore a charge of 2e is lost in the electron-hole conversion process. However, this
missing charge is absorbed into the superconducting ground state as a Cooper pair,

i.e., it is missing only with respect to the excitations.

2. Andreev reflections conserve momentum but normal reflections do not:
This assumption is valid when the superconducting energy gap is much smaller than
the Fermi energy of the normal metal. If this is the case, the energy of the incoming
electron is much bigger compared to Ag and the superconductor cannot affect it
significantly. Nevertheless, there are no excited states within a range Ag from the
Fermi level and so the superconductor has to find another mechanism to reflect the

electron, but without changing its momentum. In order to deal with this difficult



CHAPTER 2. TRANSPORT PHENOMENA IN TOPOLOGICAL AND NORMAL
SUPERCONDUTORS

task, the superconductor transform the electron into a quasiparticle excitation whose
velocity is opposite to its momentum, i.e., a hole. This is a process that only a
superconductor can do, so, in a normal reflection, where an electron impinges an
interface between two normal metals or between a normal metal and an insulator,

the electron is reflected, changing its trajectory and therefore, its momentum.

3. Both Andreev and normal reflection conserve energy: As the electron has
an excitation energy e above the Fermi energy, and the hole an excitation energy
€ below the Fermi level, Andreev reflection is an elastic scattering process, because

both particles have the same energy.

4. Both Andreev and normal reflections conserve spin: In order to conserve
spin in the scattering process, the hole and the electron should have opposite spin.
However, if the scattering properties of the normal metal are spin-independent, then

this spin-flip can be ignored

N N S
S
e /N
N\
SN -
// N Cooper pair
N
N
N
N\

Figure 2.1: Schematic drawing of an Andreev reclection in a normal metal-superconductor inter-
face.

If we now change the junction, considering a superconductor-normal metal-superconductor
device, an interesting situation arises. If we have no voltage applied between the supercon-
ductors, an electron from the normal region, with energy within the gap, can be partially
specularly reflected into another electron or can suffer Andreev reflections. Let’s assume
that Andreev reflections dominate the process. If this is the case, then the electron from
the normal region is reflected as a hole at one interface, say, the right one. It is then
Andreev reflected as an electron at the left interface. Therefore, it is possible that multiple

reflections can lead to the formations of Andreev bound states, as is shown in the first

10
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draw in figure . In this process a Cooper pair is emitted into the right superconduc-
tor for every reflection at the right interface, and conversely, a Cooper pair is absorbed
from the left superconductor for every reflection in the left interface. This corresponds
to a supercurrent through the device. Therefore Andreev bound states give a microscopic
description for the Josephson effect in this kind of junctions.

A complete different story occurs if we apply a finite voltage V. If an electron, moving
to the right for example, increases its kinetic energy by eV due this bias voltage, an
Andreev reflected hole traveling to the left also increases its kinetic energy by eV since it
carries the opposite charge. An electron/hole Andreev reflected multiple times can thus
gain arbitrarily high energies for any non-vanishing bias voltage. In particular, an electron-
like quasiparticle from an occupied state below the gap in, say, the left superconductor,
can after multiple reflections emerge in a previously unoccupied state above the gap in the
right superconductor (figure [2.2b). A new transport channel becomes available whenever
the full gap 2A¢ is an odd integer multiple of eV:

A
200 = (2n + 1)eV = eV = —" (2.7)
n + b3
forn =10,1,2,.... The special case n = 0 corresponds to direct quasiparticle transfer from

one superconductor to the other, similar to quasiparticle tunneling in a superconductor-
insulator-superconductor junction. The opening of new transport channels forn = 0,1,2,...
i.e., at

2 2

‘N0, Ao, ... (2.8)

9
V=2A
V=370 § 7

leads to structures in the current-voltaje characteristic below the gap, specifically to peaks

in the differential conductance %.

2.4 Thermoelectric transport

The broad topic of thermoelectricity describes the direct relationship between heat and
electrical energy. In this section we present a brief review of the main concepts needed to

understand the basic notions of themoelectric transport in nanoscale systems. For a more

11
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SUPERCONDUTORS
S N S S N S
e 24 2A¢
24, e\ 240 N

h QBVI_’_ e

a) b)

Figure 2.2: a) Andreev bound states in a SNS junction, b) Andreev reflections at non zero bias
voltage.

complete description of such processes, refer to [23] [24].

In attempting to understand transport properties of a nano-system, one generally ap-
plies an external force to the material or device and measures the response of the system
to such perturbation. In the linear response regime, by applying a potential gradient
E = —ﬁV, one can measure the electrical current J; , that flows and calculate the elec-
trical conductance o, governing the electron transport in the system. On the other hand,
by applying a temperature gradient VT , one can measure the heat jQ which flows and

calculate the thermal conductance k, from the relation
Jo = —kVT, (2.9)

governing thermal transport in the system. The equations whose relates the generalized
forces and their corresponding current can be written in a matrix form [24], 25]

I Lpp Ler\(VV

L= N (2.10)

JQ Lrg Lpp vT
Here V' represents the electric potential and L;; are transport coefficients, independent
of V and T, evaluated at equilibrium i.e. for VV =0 and VT = 0. Although all these
coeflicients are tensors, we consider that our system is essentially one dimensional and
therefore we can treat them as scalars. If we keep the device at constant temperature and

we apply an electric field E , then the electrical conductivity o is defined according to

Jg = oE. (2.11)
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In this scenario VT = 0 and therefore
g = LEE (212)

On the other hand, if the material is electrically insulated, eliminating any electric current
flowing through it, but maintained a thermal gradient, then we can measure the thermal
conductivity x, determined by Eq. which, in the zero-electrical current regime, is given
by

LrelL
P <LTT _ TLEE;T) . (2.13)

Lets suppose we can generate a temperature difference AT across some material. It is easy
to note that a voltage difference AV develops in response on the temperature gradient. The
ratio of voltage to the applied temperature difference is called the thermoelectric power

(TEP) or Seebeck coefficient S

AV

5= AT

. (2.14)
Jg=0

The origin of the voltage which develops across the sample can be easily understood: the
application of a temperature gradient causes the charge carriers at each end of the sample
to have different energies. It can be argued that on average the higher energy electrons
will also have a higher velocity, and they will tend to diffuse toward the colder end of
the sample. Thus, initially an electric current, say JE, begins to flow. However, since we
experimentally restrict current from flowing, charge collects until the electric field is large
enough that Jg becomes zero. The Seebeck effect was discovered in 1821 and in parallel
in 1834 the Peltier effect was discovered. This effect occurs when a current is allowed to
flow in the system, with both end fixed at same temperature T'. It was noticed that along
with the electrical current .J; £, a thermal current fQ also flows, so that the temperature at
one end of the system decreases and the other increases in order to preserve continuity of
fQ. The transport quantity

_ Lrgp

IT (2.15)

 Lge

is called the Peltier coefficient . Since an amount of heat energy () in absorbed at one of the

13
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ends (or junctions if we consider a structure involving different materials) the Peltier effect
can be used to transfer heat from one end to another, which can be utilized for thermo-
electric refrigeration. Nevertheless, in typical conducting systems Joule heating dominates,
making efficient Peltier cooling a very difficult task. Besides Peltier cooling, there is an
additional means of generating reversible heat in a medium, which is the Thomson effect.
It was predicted in 1854 and found experimentally in 1856, and it occurs when a tempera-
ture gradient is applied across two ends of a current carrying conductor. In this case heat
is emitted or absorbed in addition to Joule heat. The Thomson coefficient 11 describes the
rate of heat generation per unit current flow per unit temperature gradient.

The three thermoelectric properties provide the basis for modern direct energy conver-
sion devices and their explotation has been the subject of considerable research|26]. The
strength of these effects and suitability for applications are determined by their thermo-
electric figure of merit Z,commonly presented as a dimensionless quantity

KR

ZT T. (2.16)

Therefore, the thermopower, S, describes how much heat is carried per unit charge. Higher
TEP yields higher TE efficiency. The electrical conductivity, o, determines how much
energy is lost due to Joule heating. The larger o, the less Joule heat is produced and the
more efficient the material. k governs thermal transport in the system. A temperature
gradient is built up by electronic transport of heat, but thermal energy will tend to leak
back across the conductor. The more thermally resistive is the sample, the better its

candidacy for thermoelectric application.

14
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Non-equilibrium Green’s function

formalism

So far we have introduced the relevant quasi-particles we are working with, such as
Majorana fermions and Cooper pairs. In order to describe the collective phenomena due the
interaction between them or their correlations in a physical system such as nanojunctions,
we need a powerful mathematical toolbox, provided by quantum field theoretical methods.
In this chapter, we provide a systematic introduction to the non-equilibrium many-body
formalism, particularly, the Keldysh functional integral approach, which is the proper
technical tool to accomplish transport phenomena in non-equilibrium quantum systems.

With the advent of nanoscale physics and ultrafast lasers, it became possible to probe
correlations between particles in excited quantum states. New fields of research, like,
e.g., molecular transport, nanoelectronics, ultracold atomic gases in optical traps, optimal
control theory, Josephson nanojunctions, attosecond physics, non-equilibrium phase tran-
sitions, kinetics of Bose condensates, quantum computation, etc. added to the already
existing fields in mesoscopic physics and nuclear physics. In this context, the Green’s
function method is probably one of the most powerful and versatile formalisms in physics,
and its non-equilibrium version has already proven to be extremly useful in several of the
aforementioned contexts. We will adopt the integral formulation of quantum field the-

ory, which corresponds to the modern framework to understand many-particle problems in

15
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thermodynamic equilibrium. Additionally it provides us with a well-developed toolbox of
techniques, such as diagrammatic perturbation theory, including sophisticated resumma-
tion schemes. But it also encompasses non-perturbative approaches, which often capitalize
on the flexibility of the functional integral when it comes to picking the relevant degrees
of freedom for a given problem. Another important advantage of the functional integral
approach is that it allows us to leverage the power of symmetries in the system. Is well
known that it is in quantum field theory relations among Green’s functions often follow as
consequences of a symmetry of the action. They are known as Ward-Takahashi identities
associated with the symmetry [27, 2§].

Even though the field of non-equilibrium phenomena is in principle much broader than
equilibrium thermodynamics, it is by far less studied. The reason for this is the remarkable
universality of equilibrium systems, whose properties depend only on very few parameters.
In contrast, the characterization of a non-equilibrium state usually requieres detailed knowl-
edge about its preparation. The purpose of this chapter is to give a clear mathematical
definition of non-equilibrium problems that will be discussed in the remainder of this the-
sis, and introduce the theoretical tools that are needed to study them from a microscopic
point of view.

Problems in non-equilibrium physics may be classified according to:
(i) Whether they deal with open or closed systems, and

(ii) whether the focus is on the transient time evolution during and after some pertur-
bation, or on the stationary state that possibly develops when a system is driven

by external fields.

Open systems are coupled to a dissipative environment, while the dynamics of a closed
system is completely described in terms of its time-dependent Hamiltonian H (t). The
latter may include external fields that act on the system, but there is no coupling to a heat
bath.

Although equilibrium properties are not the main subject of this chapter, it is im-
portant to understand the effect of correlations in simple cases. The first reason is that

the thermodynamic equilibrium state is often the end point of relaxation processes of a
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system that is externally excited. In this case, a key requirement for the theory of the
non-equilibrium dynamics should be that it guarantees that the evolution converges to
the correct thermodynamic state. It is the main subject of non-equilibrium theories to
understand this relaxation process and to predict how the final state will look like. Based
on this knowledge, one may suggest a specific form of excitation which allows to reach a
well-defined desired state.

Following this idea, non-equilibrium theories have to solve two problems [29]

(i) What are the properties of various external excitations, what are their characteristic
time scales, how do they interact with particle systems, and how much energy in

what spectral composition do they allow to feed into the system?

(i) What are the dominant mechanisms in a given many-particle system, how can they

be activated, how much momentum and energy do they allow to transform?

Obviously, both questions are closely related and require a detailed knowledge of the mi-
croscopic properties of the many-particle system and of the character of the interaction of
the particles with the excitation under non-equilibrium conditions.

The non-equilibrium Green’s function method is an extension of the standard equi-
librium formulation on the imaginary-time axis, as is described in classics textbooks as
Kadanoff and Baym [30] and Abrikosov, Gorkov and Dzyaloshinski [31]. The firts steps to
introduce quantum field-theoretical methods in non-equilibrium statistical mechanics were
made by Martin and Schwinger in 1959 [32] and by Schwinger in 1961 [33]. Later Kadanoff
and Baym [30] contributed with significant developments. At the same time in USSR a big
work was done by Konstatinov and Perel in 1960 [34], Dzyaloshiski in 1962 [36], Keldysh
(1964) [37], Abrikosov [31] and Eliashberg [38]. Since then, non-equilibrium Green’s func-
tions have become in a standard tool for the study of different quantum transport models
at different levels of sophistication.

In section we will define the non-equilibrium problem in the context of this thesis
and we will describe the standard procedure for constructing a non-equilibrium situation.
Also we will introduce the closed-time path contour, which is the central idea in the Keldysh

formalism, and we will derive the evolution of any operator along this two time-branch
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contour. We will further see in sections[3.2]and [3.3| how to construct the Keldysh functional
integral for fermionic systems and at the end of this chapter there will be a brief overview

of the Dyson equation in the non-equilibrium context in section [3.4]

3.1 Closed-time path contour

Non-equilibrium time evolution from a thermal initial state

Let’s consider a general quantum system described by the time-independent Hamilto-
nian

H=ﬁ0+ﬁ[, (31)

where ﬁg is the free particle Hamiltonian and H 1 includes all the interactions and static
potentials between the particles. The Hamiltonian H acts on the multi-particle state space
consisting of product of multi-particle spaces for the species involved.

In order to construct our non-equilibrium situation, we employ a standard preparation

device (figure as follows:

1. Far in the past, for ¢t < tg, the system has been brought to the equilibrium state,
characterized by a temperature T. In thermal equilibrium, the system is assumed to
be in a mixed state described by a density matrix or statistical operator peq given by

1 e PH
5 =5 = — _— _BH _
Peq(H) = peq = ;pu\%xwu\ = ZHe T Tr(e PHY (3.2)
where Tr denotes the trace on the multi-particle state of the system, § = ,@% corre-

sponds to the inverse temperature and Zg the thermal equilibrium partition function,

corresponding to the Hamiltonian H.

2. At time ¢ = tg, the system is isolated or disconnected from the reservoir and exposed
to a time-dependent perturbation or driving field, and the system starts to evolve
from its initial state. Now the dynamics of the system is governed by the full time-
dependent Hamiltonian

H(t) = H + H'(t) (3.3)
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and the statistical operator p(t), such that p(t = t9) = peq and the information of

the thermal reservoir is stored in the initial condition.
H'(t)

After some time t

OW)s

ﬁ:ﬁ0+ﬁ1 ﬁzﬂ'-f-ﬂ'l(t)

Figure 3.1: Sketch of the preparation device in non-equilibrium situations.

It is well known that the time evolution of the density matrix is determined by the Von

Neumann equation

i p(t) = [, )] (3.4)

with [A, B] = AB — BA the commutator between the operators A and B. The solution

for the equation (|3.4)) is generally written as

Pt = Un(t,to) p(to) Uy (1, ), (3.5)
where the evolution operator corresponding to the Hamiltonian #(¢) has the form

Te#lwdH®D  for ¢ > ¢
Un(t,t') = : (3.6)

Te i dh® for <t/
and (f) T denotes the (anti-)time ordering operator, i.e., it arranges the operators so that
an operator with time argument ¢ comes (right)left to operators with earlier time argument
t' < t. It is important to note that the time-dependent perturbation Hamiltonians at
different times do not commute with each other, [#(t), H(#)] # 0. As a consequence,

U(t,t") has to be understood as an infinite product of incremental evolution operators with

instantaneous locally constant Hamiltonians, resulting in a Trotter decomposition of the
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evolution operator

Z/A{’H (t, t/) _ Lim 6_%H(t_5t)6t€_% A(t—25t)5t L e—%’H(t—N(St)(Ste—% A(t’)ét
N—0
PR A
= Jlim (1 - 20H()), (3.7)

with §; = % an infinitesimal time step. Once defined this operator, it is clear that the

time evolution operator satisfies the semi-group property
Ut U ") = UL, ") (3.8)
and becomes unitary
U, U () =UEOUE O =UE ) =1 = U ) =UE,t). (3.9)

The non-equilibrium average values of operator O representing physical observables in

the Schrodinger picture for times t > ¢ is given by

R ) Tr (eiﬂf[(t)(’A))
(1) =T (p1)0) = ———, (3.10)
Iy
where Zy = Tr (e_m:[(t)) is the partition function corresponding to the time-dependent
Hamiltonian . Using the time-dependent density matrix given in Eq. li the expecta-

tion value of any observable O measured at time ¢ is given by

Ot = Tr(p(H)0) = Tr (Uhu(t, to)p(to)Un(to, )O) (3.11a)
- T (ﬁ(to)@H(t)> (3.11b)

Tr e‘Bﬁ@H(t)
= ( Z ) (3.11c)

where (’jH (t) denotes the operator of the physical quantity in question in the Heisenberg
picture with respect to the time-dependent Hamiltonian #, and we have used the cyclic

property of the trace. Hereinafter one can proceed in two different (but analogous) ways:
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1. Using an operator formalism (taking as starting point Eq.(3.11c]), in which, one has
to define different Green’s functions as correlators between operators in the Heisen-

berg picture and keeping track of matrix Green’s functions and tensor vertices, or

2. using Eq.(3.11al) and adopting a modern framework using a functional approach, in
which one has to construct a scalar action obtaining from then, using the powerful

toolbox from quantum field theory, the different non-equilibrium Green’s functions.

We will adopt the functional approach during the calculations, following the refer-
ences [39, [40] [41) [42], whereas the operator formalism is extensively discussed in classics
references [43], 30} 44, 45]. Our starting point is therefore Eq.(3.11a)), in which the oper-
ator representing a physical observable O is in the Schrodinger picture. Noting that the
equilibrium statistical operator can be written as

o—BH 507 dtH
p(to) = 7 = 7 (3.12)

_ Unlto —1iB,to)
- Z—H’ (3-13)

in other words, we can consider peq = p(to) as the time evolution along the imaginary time-
axis from ¢y to tg — i (with imaginary-time ordering). This allows us to write Eq.(3.11al)

as

Oty = ZIHTT (aH(tatO)aH(tO - iﬁ,to)aﬂ(toi)(;))
= ZLTI‘ (L?H(to - i/B, to)Z/A{H(to, t)@Z;{H(t, to)) . (3.14)
H

It should not surprise that in the last equation appears the thermal equilibrium partition
function. That is because we have also considered that, according to the Von Neumann
equation , the trace of the initial density matrix is invariant under unitary evolution.

If one reads the operators from right to left, one can see that the operators follow the
time ordering of tg — t — tg — —iS. This motivates us to introduce a contour C with three
branches, as shown in the figure YT to = tmax; V¢ tmax — to and 'yM: to — tg — i,

where we have called t,,x the maximal time up to which one wants to let the system evolve.
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This contour is exact and is known as the Konstantinov-Perel’ contour. Konstantinov and
Perel’ [34] developed a diagrammatic technique, based on the time contour containing two

branches in the real time direction and an imaginary time appendix of length .

Im ¢ 4

—iB

v

Figure 3.2: Contour C = v+ ®~~ ®~™M, considering to = 0

One must be very careful with expression . Note that the operator L?H(to —
i3,t0) is the time evolution operator with respect to the time-independent Hamiltonian H ,
while the two other evolution operators include the full time-dependent Hamiltonian #(t).
However, the time-dependent contribution H(t) along the forward (y*) and backward
(v7) contour cancels if no other operator is inserted, so that we can extend the contour of

Uy (to — i3, tp) to the complete contour described where H acts:
U (to — i3, to) — Un(to — iB,to). (3.15)

In order to simplify our calculation, we have to make some assumptions. The first one
is that we will consider an adiabatic assumption, based on the idea that one can generate
a density matrix peq starting from the density matrix pg governed by time-independent
Hamiltonians H and H, (according with Eq.(3.1])), respectively, switching on the interac-
tion H; adiabatically[35], i.e.,

_ﬁf[
. e ~ oA
peq = Z = u€(t07 _OO)POUe(_OOatO)a (316)
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where U, corresponds to the real-time evolution operator with Hamiltonian

A~

H — H.(t) = Hy + e~“lt="l ;. (3.17)

and e a real positive infinitesimal number. This poweful assumption is supported by the
Gell-Mann and Low theorem [46, 47], which is extremely relevant in the zero and finite
temperature formalism (refer to section for more details). A schematic representation

of the new contour is presented in figure [3.3

Im ¢ \
a)
H(t) C
) 0 B Ret
) H(t)
LM
—iB
b
v
b) Im tJ
H.(t) H() C
......... : 0 < . Re t
A.(t) t
ﬁé\l Y
—oo —1if

Figure 3.3: a) Exact Contour, b) Adiabatic assumption

With the adiabatic assumption, Eq.(3.14]) acquires the form

O Ziw T (U0 — 88, o0 g (~o0, 1) Ol (,~o0) ). (3.18)

The second assumption is that it is more convenient to extend the time evolution towards

t — o0 and to neglect the imaginary-time contribution i8. Inserting 1 = Uy(t, oo)Z;lH(oo, t)
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~

and using the semi-group property L?H(—oo, t)Z;lH(t, 00) = Uy (—o0,00) one gets

) Tr (L?H(—oo, 00\l (00, 1) Ol (1, —oo),s(_oo))
o) = 7

(3.19)

This last equation is the central object in the Keldysh formalism. It describes an evolution
along a closed contour C, depicted in figure with a forward branch y* going from
t = —o0 to t = o0 and then goes back along the backward branch v~ along the time axis
from ¢ = o0 to t = —c0. The observable @ is inserted at time t, somewhere along forward
branch of the contour qﬂ and Z_, denotes the thermal equilibrium partition function at
t = —00.

Imt +

A
Y

Ret

2 \L/

—00 ~y

v

Figure 3.4: closed time contour C = y* @ ~~, considering ty = 0

In general, initial correlations are supposed to be relevant in a realistic situation, since
interactions are always present in the initial state. However, in a dissipative system coupled
to an external thermal bath the initial correlations are expected to disappear in the long-
time limit, since the large number of degrees of freedom in the heat bath would influence
the long-range dynamics, and wipe out the information of the initial state and initial
transcient dynamics. In this case, Keldysh formalism is applicable to the nonequilibrium
steady state without the use of adiabatic switching of interactions [48]. For this reason
we do not consider the contour extending in the imaginary time axis. It is important to
note that in the functional derivative method, the imaginary-time contour doesn’t appear
also. The boundary condition, in which the system is assumed to be in equilibrium before
external perturbation is turned on, can be imposed directly on the Dyson equation in

integral form [44].

R Lrf one wants to insert a operator in the backward branch of the contour, the identity 1 =
Uy (t, 00)Un (00, t) have to be inserted on the right side of O in Eq. 1]
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An important consequence of the closed path contour is that in non-equilibrium sit-
uations we have the double number of degrees of freedom compared to thermal
equilibrium (or zero temperature) situations, one from each branch of the contour.

To conclude this section, we have to mention two important remarks:

1. Let’s consider the evolution operator along the closed contour
e =U(—w0,—0) = U(—w0,0)U(w, —w0) = 1. (3.20)

If there is no differences in the Hamiltonians of the two branches of the closed-time
contour, then the evolution along the contour of any state brings it back exactly to
the original state. If there is a phase factor accumulated in the forward evolution (as
in the equilibrium situation), it will be canceled by the accumulative phase factor
coming from the backward evolution. Therefore, the partition function is identical

to the unit, i.e.,

(3.21)

2. In order to obtain the expectation value of an observable, using Eq.(3.18)), it is
necessary to insert an observable somewhere in the contour, either in the forward or
backward branch. The most convenient way to do it is to modify the time-dependent

Hamiltonian adding a source term «

At — ) + ~Oalt), (3.22)

N |

where the plus (minus) sign refers to the (backward) forward branch of the contour.
With this modification, the evolution along the two branches is no longer symmetric
(since the Hamiltonain is quite different in the two branches), and then it follows
that the evolution operator along the closed contour Ue [a] # 1 and the generating

functional becomes non-trivial

Zela] = . (3.23)
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Using this new generating functional, the expectation value of the observable may

be generated as the result of a functional differentiation

(O = o Zelel] . (3.24)

This is not intuitive. One would expect that the observables should be given by
variational derivatives of the logarithmic of the generating function, as one finds in

the equilibrium context

(O(t)) = (Soit)lnzc[a] : (3.25)

a—0

but as was noted above, since Zz = Z¢[0] = 1, the presence of the logarithm is

optional in the theory of closed-time contour.

Non-equilibrium vs zero temperature formalism

To end this section is convenient to comment very quickly the relation between the
non-equilibrium formulation and the one used in field theories in equilibrium, where one
usually works with a single-branch time axis ranging from —oo to c0.

It is well known that the latter is posible due to a clever trick: the Gell-Mann and
Low’s theorem [40, [47]. It states that the ground state of the interacting system at ¢ = 0
|¥(0)) and the ground state of the non-interacting one in the far past ¢ — —oo |0) are
related by

[W(0)) = U (0, —o0)|0). (3.26)

Since we are dealing with equilibrium situations, the time dependence of the Hamiltonian
has to be an adiabatic switching of the interaction, which turned on from t — —o0 to
t = 0, say by the substitution presented in Eq.. The ground state is assumed
nondegenerate and is evolved by the full adiabatic evolution operator into the ground

state of the interacting system at t = 0. Its follows that the expectation value of any
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operator is given by

_ <0|aH(—OO, tmax)aH(tmaxﬂ t)@(t)aH(tv _OO) |O>
<0’Z/Al<—00, tmaX)‘0>

(O(t)) (3.27)

We can similarly assume that the interaction is adiabatically switched off in the far future
and let tyax — 0. Then the wavefunction goes back to the noninteracting ground state
|05 up to the phase factor ¢/, with ¢ a real number, i.e., Uz (00, —0)|0) = €*#|0). This
statement is based on the belief that adiabatic perturbation keeps the system in its (evolv-
ing) ground state at all times. Taking its Hermite conjugate and inserting it to Eq.

gives an expression for the expectation value

A 0 (o0, ) O(t)Uk (t, —0)[0) .
©O()) = O o —0)0) (3.284)

_ iTe e OO ()|0) (3.28b)
(O[T 41O '

in which the time argument ¢ € (—00, 00) moves on a single branch of the real time axis.
However, for general non-equilibrium systems one cannot use Eq.7 since the
initial state |0) would be driven into excited states and never return after the whole time
evolution, i.e., U(o0,—00)[0) # €#|0). This forces one to use the analogy of Eq.
instead of Eq. with a round trip (—o0 — 0 — —0) and Tr instead of (0] ---|0).
On the other hand, the elimination of the backward evolution comes with a tremendous
consequence, very important in perturbation theory and diagrammatic formulation of the
non-equilibrium problem: in the non-equilibrium formalism there is no need for canceling
disconnected diagrams. The phase accumulative factor e?¥ from the non-interacting ground
states is compensated in the two branches (as we already mentioned above). Therefore,
in the closed loop evolution, only the identity term corresponding to no evolution coming
from the perturbative expansion of the denominator survives, whereas all other terms come
in two, one with a plus sign corresponding to the forward branch and other with a minus

sign coming from the backward one, and the sum along the contour cancels.
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3.2 Fermionic Green’s functions: functional integral approach

The construction of a functional path integral for any field operator consists on the
idea of making a partition of the time evolution many-body Hamiltonian into infinitesimal
time slices, absorbing as much as possible the quantum dynamical phase accumulated
during the propagation into a set of suitably chosen eigenstates. It is well known that in
the single-particle quantum mechanics context, the perfect choice is to use a Hamiltonian
representation in terms of coordinate and momentum eigenstates. But in the many-particle
quantum mechanics formalism, any Hamiltonian can be expressed in terms of creation and
annihilation operators, following the second quantization procedure. Therefore, in this
case the most appropriate choice will be the eigenstates of these creation and annihilation
operators, i.e., coherent states. In this section, we present a quick introduction to fermionic

coherent states. For more details refer to [49, [50].

Grassmann variables and fermionic coherent states

Let’s assume that a fermionic coherent state |£) is already constructed, defined as

éa’£> = ga‘f% (329)

where ¢, is a annihilation operator where o = 1,...n. Due the Pauli exclusion principle,
the wavefunction of N Fermions is anti-symmetric under exchange of any pair of particles,
satisfying the idea that two Fermions cannot occupy the same state. Because of the anti-
symmetric property of fermionic states, two annihilation operators of fermionic states anti-
commute

{Cus e} =0, (3.30)

where {A, B} = AB+ BA denotes the anti-commutator between operators A and B. Since

fermionic eigenvalues anti-commute, it is necessary to introduce anti-commuting variables

called Grassmann numbers. According to Eq.(3.30))

gaéﬁ + f,@‘fa =0, (3.31)
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it follows

& =0. (3.32)

We will denote &, a generator of the Grassmann algebra G according to Eq.(3.29)). In an
algebra with even number of generators n = 2p, a conjugation operation is defined: for

each generator £, another generator &, is associated according to

(goc)* = goc and (éa)* = La- (3.33)

It follows that
(Ealel, = (balan (3.34)

Here &, represents a complete different Grassmann variable (it is a generator by itself),
which is used to parametrize the left states. In order to simplify notation we will consider

only two generators ¢, € and therefore G is generated by the set of numbers

{1,¢6,¢.¢¢}. (3.35)

According to Eq.(3.32)), if there is an arbitrary analytic function f on this algebra it has

to be linear

(&) = fo+ fi§, (3.36)

where fy, fi1 are Taylor expansion coefficients. For functions of two variables, we have

F(,€) = foo + fro€ + for& + fu&é. (3.37)

It is natural to introduce a derivative for Grassmann functions analogously to complex

functions, with the exception that variables £ and ¢ anti-commute. Derivatives of Grass-
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mann functions satisfy

IO = S+ fug (3.382)
;(5,5) = Jor—/ué (3.38)
00, - 2 . o 0 .
oF O¢ &¢) = ;g(fm —fuf) =—fu= " 3€ 00E (&€). (3.38¢)

i.e. Grassmann derivatives anti-commute. There is no analog of the Riemann summation
using Grassmann variables, so a traditional integration operation is not possible. So in-
tegration over Grassmann variables is defined as a linear mapping with the fundamental
property that integral of exact differential form is zero over functions vanishing at infinity,

ie.,

f g = 0 (3.39a)
f&dE = L (3.39b)
Applying these rules to an arbitrary function, we have
ff(f_a §dé = fio+ fug (3.40a)
ff(f_,f) ¢ = for — fué (3.40Db)
| reoagas = —p--[rE0dca (3.400)

Another convenient requirement is that Grassmann variables anti-commutes with fermionic

annihilation and creation operators

{gep={ ey ={ ey ={{ M =0 (3.41)

We have constructed the Grassmann algebra G in which we associate a generator &
with each annihilation operator ¢ and a generator £ with each creator operator ¢f. Now

we are able to construct a generalized Fock space as the linear combination of states of the
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fermionic Fock space F with coefficients in the Grassmann algebra G. Any vector |¢) in

F can be expanded as

oy = D Xalta), (3.42)

where X, are Grassmann numbers, in our case, of the set and |1, vectors of the
Fock space. Let’s consider a single quantum level occupied by fermionic particles. This
level may have either zero or one fermion in such state, and therefore the complete many-
body Hilbert space is spanned by two orthonormal basis states, say |0) and |1), obeying

the following standard relations

0y =0 ; éroy = 1) (3.43a)
1y =0y ; Ny =o. (3.43b)

Since the Hilbert space has only two basis vectors, the coherent state must be a linear

superposition of |0) and |1), for example
. _¢et
€ =10) —&[1) = (1 = &eN]0) = 77 |0). (3.44)
Indeed, this parametrization corresponds to the explicit form of a coherent state:

¢y = ¢0y—eégll) (3.45a)
0+ £2|1) = £[0), (3.45D)

where we have used Eq.(3.41)) and

£l0y — &2[1) (3.46a)
£[0). (3.46D)

3y

It follows that a fermionic coherent state has the form

1€) = =€ [0y = ¢ |0), (3.47)
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and for the left eigenstates

(€] = (0]~ = (0]e® = (0] — (1J¢. (3.48)

Using this parametrization is easy to verify that the set of coherent states is not orthonor-

mal. In effect, for any two fermionic coherent states
€Ly = (O] = A0 ~ €[1) =1+ &' = & (3.49)
The resolution of the unity in this representation is given by
i - | dgage e (3.50)
and the scalar product for two Grassmann functions of one variable is defined as
(Sg) = | dEdEF(E)9(@) = Fago + Fion (351)

Finally, the trace of an operator O in the coherent state basis can be calculated according

to

0) = X @l = 3 [ di e nlexelOny
n=0,1 n=0,1
~ [ dEgeE Y, €Ol -
n=0,1
_ f A€, €le€€€10] — ©), (3.52)

and because of the matrix element {(¢;|¢) and (£|¢) between states |p) in the Fock space
and coherent states contain Grassmann numbers, it follows from the anti-commutation

relations that

(PileXEles) = EloiXol — ), (3.53)
with | — £ = [0) + £]1).
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Fermionic generating functional

Let’s consider again the generating functional along the closed-time contour

Tr (Zf{c[)(—oo)>

Zo =
C 7 0 )

(3.54)

where p(—o0) is the density matrix in the thermal equilibrium situation according to a
standard Hamiltonian H = egéfe — MN . Since an arbitrary external perturbation may be
switched on (and off) at later time, the choice of equilibrium initial density matrix does

not prevent one from treating non-equilibrium dynamics. For fermions we have
A G B R (3.55)

As in equilibrium theories, we proceed to divide the contour into equal infinitesimal time
intervals of length (5,50C% — 0, but in our our case the number of intervals is (2N — 2) with
2N discrete time-points due the two branch contour as shown in figure [3.5] Then one has

to insert the fermionic resolution of the identity
1= | dig 199166 (3.56)

at each point j = 1,...,2N along the contour between each pair of factors of the Trotter

descomposition in Eq.(3.7), such that ¢; = toy = —00 and ty = tny41 = 00, then

Tr (acﬁ(—@)) = (En|UF €an—1) - - En1UmIEND - - - (ol |61 &1 | H(—00) | — Ean)
EanlU" Ean—1) - En11]1IEND - - - (&% |61 )& |p(—0)| — Ean).

Here *% is the time evolution operator during time interval §; in the positive (negative)
time direction, and we have considered in the last step that the time evolution operator
between intervals ¢y and ty.11 is equal to the identity, because these two time-points are

physically indistinguishable.
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Figure 3.5: 2N discrete time points on the contour C.

The matrix elements are

(&jleTRIE D e,

T oA a 9 _
I F ﬁH(CT7 ¢)0t|E5—1) = (&l&-1)(1 F ﬁH(€j7§j—1)5t)
~ egjfj716$%H(€j7§jfl)5t’ (3.57)

UL g-1)

2

where the approximation are valid up to linear order in d;. In order to find the explicit
form of the last matrix element, it is recommended to introduce an operational identity
i)

fata)a = af(ata —1), (3.58)

with a',a any creation and annihilation operator respectively and f an arbitrary function.

Using this identity one can prove that
ATA Eel
M (o) = (E|o”°|¢"y = 2. (3.59)

Indeed
0, M (0) = (€léTeo™ M [ey = (¢l o eele’y = €€/ M (o), (3.60)

i.e., we obtain a differential equation. Integrating this equation and considering as initial
condition M (1) = %€, according to Eq.(3.49), one obtains the relation in Eq.(3.59). Using

this identity over the term that involves the density matrix p(—o0) one has

(ErlePleommde| _ g, — exp{&&onp(—o0)}, (3.61)

where p(—o0) = —exp{—PB(e0 — )} = —p(€o).

Collecting all the matrix elements, one obtain finally the fermionic generating functional
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JJH d§] dg;] exp Z g]_”/gj ) (3.62)

J:3'=1

where the the 2N x 2N matrix Q;; is called the inverse Green’s function and its discrete

structure is as follows

-1 —p(€o)
he —1

iG L = : (3.63)

The diagonal elements comes from the resolution of the identity in the coherent state
representation Eq., while the lower sub-diagonal elements hy = 1 Fiegd; corresponds
to the brackets of the time evolution operator I/ fl‘st in Eq. and the upper-right element
comes from the matrix element involving the density matrix operator. Explicitly, the action

acquires the form

Z Ot { ﬁ — eof_jfjl] + &1 [€1 + p(eo)éan] (3.64)

where d;; = t; —tj_1 = +d;, with £ signs corresponding to the forward and backward
branches of the contour, respectively. In order to write the generating functional in a
continuum notation, we have to take the limit N — oo and (§;,&) — (£(t),£(t)) and

therefore

zc=f1>[s‘<t,5<t>]exp(z’ [ atgoe ) [ o conesea. @)

Is then clear that in the continuum notation, the inverse Green’s function for a non-
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interacting Hamiltonian, is given by
G~ = id, — wo. (3.66)

One can easily verify, using the identity of Grassmann Gaussian integrals, that in the limit
N —
_ det [iG™1] _

Ze=——"——-=1 )
C 7. (3.67)

as was mentioned previously.
One would like to avoid the contour integration and work with time. In order to do

that, we can split the integration contour into two time branches

o —0 o0 0
f dr = f dt + f dt = f dt — J dt. (3.68)
C=y+@y~ —0 0 —0 —0

Therefore it is also convenient to split the Grassmann field in two components

§7(t)
- ). (3.69)
£ (1)
where the indices (£) denote the field which reside on the forward and backward parts of

the contour, respectively. Therefore, the final expression for the continuum action is

S[E(t).£)] = joo dt [€7(8) (i — €0)§™ (t) — & (£)(id, — €0)§™ (t)]

—00

- fo dté(t)6.(i0r — €0)E(1), (3.70)

—00

where 0, is the third Pauli matrix acting on Keldysh space and it contain the minus sign
from the splitting of the contour.

Defining the inverse Green’s function in the continuum representation Eq., we
are ignoring the boundary term. As a consequence, we are loosing the information stored
in the initial density operator. However, the field theory is defined by its correlation
functions and they must be calculated with proper boundary conditions, i.e., according to

the boundary information stored in the density matrix operator p(—o0). Even though one
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might consider this information in a proper boundary condition to the continuum action,
the safest way to take into account this information is by restoring the discrete formulation
showed in Eq.. We will see in the next section that part of this information appears
in the continuum limit of some propagators, storing in the equilibrium Fermi distribution
functions. Therefore as long as we interpret these Green’s functions as propagators of the

action Eq.(3.70), the boundary conditions have been taken care of.

3.3 Fermionic Green’s functions and Keldysh rotation

In order to calculate expectation values using Wick’s theorem we need to know the

structure of elementary contraction between two fields

G = —idyt)), (3.71)

where the indices o, f = + indicate if the field is in the forward or backward branch of
the contour, respectively. This motivates us to write the 2N x 2N matrix Green’s function

and the inverse Green’s function in a block decomposition of the form

G=——17 (3.72)
det[—iG™'] |-+ o—
where the determinant is
det[iG™'] = 14 p(wo)(hph)¥ "1 =1+ plwo)(1 + wio?) V!
~ 1+ p(wo)e“’gétz(Nfl) RN plwo) = Z_op, (3.73)

which is the result one would expect due Eq.(3.67) and we have considered that 62N — 0
if N — o0. Indeed, we divided the contour in a way to keep §; N = const and as a result

62 ~ N72[41]. Using the general formulae for the inversion of a 2 x 2 block matrices one
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obtains the following results for the fermionic Green’s functions

_inii |1 iz
T _ ~++ _ ihy
Gy =Gy = det[—iG '] Nel (8.742)
= p(wo)(h—h.) i<j
T e —ihj,_i L, 1< J
Gl=a; - e (3.74D)

plwo)(h_hy)V=1 0>

—ip(wo)h‘i_lhi_l

< _ -
3 N—ip N—j
> _ —+ —th=""hy
Gi=G; = TR (3.74d)

where 7 = 1,..., N and the 2N x 2N matrix must be read as index as 1,..., N, N,...1.
The symbols T and T stand for time ordering and anti-ordering, respectively, and < (>
) indicates that the first argument is taken before (after) the second argument in the
contour?]

Since h¥ = h_ we have the following relations

[T = —-GT  and [G=7] = -G=>. (3.75)
Taking the continuum limit we note that (hyh_)V~! N0, 1 and hi N0, oxp [Fiwot],

2Let’s take some time and analize an example trough an intiutive example, from Atland and Simonn’s
book[39]. For instance consider the matrix G™1 which corresponds to the amplitude between two discrets
points 4, j in the upper branch contour v*. If we want to get from j to i, we may either go directly, which
is complete possible if i > j. In this case, we pick up ¢ — 7 hopping amplitudes h, corresponing to the first
term in the equation above. Alternatively, we may go via round-trips through the v~ part of the contour.
In this particular case, and no matter what the chronological ordering between ¢ and j, we first go from j
to N, i.e. (N — j) amplitudes hy. Then proceed from 1 to N on the bottom part (N — 1 amplitudes h—),
go back to the upper part (multiplying by a factor p(wo)), and finally make it form 1 to 4, giving (i — 1)
ampltudes hy. That is the reason of the p(wo) term in the above expression.
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Figure 3.6: The two possibilities to go from j to 3.

where t stands for ¢t = §;j and therefore

GU(t,t") = —iexp[—ieo(t —t)] (Ot —t') — np(wo)) (3.76a)
GU(t,t) = —iexp[—ie(t —t)] (O —t) —np(wo)) (3.76b)
G=(t,t') = iexp[—ieo(t —t')] np(wo) (3.76¢)
G7(t,t') = —iexp[—ieo(t —t)] (1 —np(wo)), (3.76d)
where
np(wo) = He;(w“) (3.77)

corresponds to the Fermi distribution function in thermal equilibrium and O(¢) is the
Heaviside step function.

In general, one can shift the operator with the largest real-time argument from v* to
~~ (and vice-versa), because of the time evolution along v+ and v~ to the right of that

operator cancels. This kind of redudancy implies the following relations among components

of the matrix in Eq.(3.72)):

GTH(t,t) = G (t,t)  (fort<t) (3.78)
Gt ,t) = G T(tt)  (fort>t) (3.79)
G~ (t,t) = G T (tt) (fort<t) (3.80)
G (tt) = Gt (t) (fort=t). (3.81)



CHAPTER 3. NON-EQUILIBRIUM GREEN’S FUNCTION FORMALISM

These equations can be summarized as

G, )+ G (t,t) =Gt (t,t) + G~ (t,1). (3.82)

The violation of this relation at ¢ = ¢ in the normal ordering convention is negligible under
time integration used below.
This redundancy can be avoided by performing the so-called Keldysh rotation for

fermionic fields ¥ [51] by defining new fields according to

_ L - Lt —
Pi(t) = \/5(1/) O +¢7@) () \/5(1# (t) =4~ (1)) (3.83)
and for the barf¥ fields
S RN
Pi(t) = \/5(@1) &) —y=@) . Pa(t) \/5(?# (t) + 97 (1)). (3.84)
Employing the field transformations, the Green’s function or correlator between two fields
becomes
GE(t,t") GE(t,t)
Q(tvt,) = > (385)
0 GA(t,t)

where the superscripts R, A, K, stand for retarded, advanced and kinetic or Keldysh

component of the Green’s function, respectively, and they are defined as

GR(t,t) = %(GT( — Gt t) + G (1) — G)(L, 1)

= Ot -t (Gt t)—-G=(tt) (3.86a)
GAL ) = %(GT( ) = GE () — G (4, ¢) + G) (4, 1)

= O —t)(G=(t,t') — G~ (t,1)) (3.86Db)
GE,t) = %(GT(t )+ GI(t, ) + G=(t,t) + GZ)(t, 1)

= G7(t,t)+ G=(t,1)), (3.86¢)

3The reason of the different transformation for the bar fields is that ¢ is not the conjugate of v, but
rather a diferent field.
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and consecuently
Gt t) = [GRe, T, GRt) = —[GR )] (3.87)

The components in Eq. are often used to interpret the results of different
calculations since they have an intuitive interpretation, which originates from their physi-
cal meaning in equilibrium: when the Hamiltonian H does not depend on time, real-time
components of the Green’s function G depend on time difference only and can be repre-
sented via their Fourier transform. The imaginary part of the retarded or advanced Green’s

function gives the single-particle spectral function
1 R 1 A
Aw) = ——ImG*(w) = —ImG*(w), (3.88)
T T

which represents the density of states of single-particle excitations at frequency w of the
many-body state. Out of equilibrium, one can still define the spectral function using

Wigner transformation [52]
1 .
Alw,t) = —Imj Aoy GE(t, 1), (3.89)
T
where £ = Z(t + ¢/) and &, = ¢ — t/, which satisfies the sum rule

f dwA(w, T) = 1. (3.90)

In equilibrium, all components of the matrix Green’s function can be related to the spectral
function

G(t,t") = —i J dwe ) A(W)[O(t — 1) + f(w)], (3.91)

where f(w) = 1/(e F 1) is the Bose (Fermi) distribution function. In particular, the

imaginary part of the lesser (greater) Green’s function thus yields the density of occupied
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(unoccupied) states

FImG~(w) = 27A(w)f(w) = 27N (w) (3.92a)

—ImG~

2 AW)[1 + f(w)]. (3.92b)

In essence Egs.(3.92al3.92b)) correspond to the fluctuation-dissipation theorem [53, [54] for

single-particle excitationsﬂ
GR(w) = [T(w) = GHW)]F (), (3.93)

where

coth( ) bosons

Buw
Flw) =1+ 2f(w) = ° (3.94)
tanh <%‘J) fermions

For the toy example we are discussing in this section, the Green’s function’s component

are given by

R / _ . _ g p—iwo(t—t') T ;
G"(t,t") Ot —t)e g (3.95a)
Agy o — O _ ) e—iwe—t) FT 1
GAL ) Ot — t)e Epr—— (3.95b)
GE(t,t) = —i(2—npr(w))exp[—ie(t —t)] (3.95¢)
L _omi(1 — np(wo))d(e — €o) (3.95d)

where T — 0 is a infinitesimal regulator. It follows that G*(w)ocin®™ in equilibrium

situations.

4If a statistical system in equilibrium is subjected to a small external force then the mean values of
various random variables for the system exhibit a well defined response to this forcing. It turns out that
such responses may be related to the equilibrium time lagged correlations of certain random variables within
the system. This is of practical significance because often the equilibrium system may be observed over an
extended period and so the time lag correlations of any observable random variables easily calculated. The
Fluctuation-Dissipation theorem may then be used to deduce the response of the statistical system to an
arbitrary but small perturbation.
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3.4 Non-equilibrium Dyson equation

We conclude this chapter discussing very quickly the Dyson equation. In order to de-
scribe non-equilibrium correlated systems using Green’s functions, one has to take account
of self-energy corrections X to the non-interacting Green’s function G,. In the Feynmann
diagram language, the self-energy is defined as the sum of all one-particle irreducible dia-
grams of the interacting Green’s function G, i.e., diagrams that cannot be separated into
two parts by cutting single G, lines. It is important to note that the diagram rules are the
same for the imaginary-time and contour-ordered Green’s function when imaginary-time
integrals over internal vertices are replaced by contour integrals. In the triagonal represen-
tation in Eq.7 the matrix equation for the full interacting matrix Green’s function G
is

G=Gy+Gy*L=*G, (3.96)

where the convolution # signifies matrix multiplication in the spatial variable (as well as
possible integral degrees of freedom) and time integration A=B(t,t') = {*  dtA(t,tB(L,t)).
For each component it takes the form

GRA)  _ QOR(A) T QOR(A) « RR(A) 4 gR(A) (3.97a)

GN = GGt EN H G @ G xR @Y (3.97D)

To evaluate the self-energy in a realistic description of a physical system, we always need to
implement a controlled approximation and additional techniques specifics of the problem.
Equivalently, by iterating from the left gives a second matrix Dyson equation

G=Gy+G=*=X=*d,. (3.98)

In equilibrium situations, we just need one of them, because the two equations are redun-
dant, since the convolutions by Fourier transformation become simple products for which
the order of the factors becomes irrelevant. However, in nonequilibrium scenarios the two

matrix Dyson equations contain different information, and subtracting them is a useful
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way of expressing nonequilibrium dynamics, for example, to derive the quantum kinetic

equation [45].
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Chapter 4

The model: A
superconductor-semiconductor
QD-Topological superconductor

nano-junction

As we have already discussed Majorana fermions have recently received great interest
in condensed matter physics due their possible existence in the form of a coherent super-
position of zero energy electron-hole excitations [55] and various mechanisms have been
proposed in order to search them. It is recognized that spinless Majorana bound states
(MBS) can survive in p-wave superconductors [I4} [56] which can be realized in a topo-
logical insulator in proximity to an s-wave superconductor. Recently the most popular
topological quantum systems are the ordinary semiconductors with strong spin-orbit cou-
plings, in proximity to an s-wave supercondutor and in the presence of Zeeman splitting.
They support a pair of Majorana zero-energy modes (MZM) at the end of a 2D thin film
of semiconductors [57, 58] or at the two ends of a 1D nanowire [59, [60].

Motivated by above findings, we consider a hybrid structure composed of a topological
superconductor (TS), a Quantum Dot (QD) and a trivial s-wave superconductor lead

(SC). We consider spinfull 1D TS realized by proximity-inducing superconductivity in a
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spin-orbit-coupled semiconducting nanowire in a perpendicular magnetic field (which can
also act on the dot). In this setup, the system can be tuned from a topologically trivial
to a nontrivial regime by raising the Zeeman field above a certain critical value (B > 0)
where, in the absence of interactions, the system undergoes a topological quantum phase
transition with the effective induced superconductivity in the nanowire changing from a
s-wave (trivial) character to a p-wave (topological) character. However, recent analyses
[61] that incorporates strong repulsive interaction extend the parameter range over which
the TS phase exists, achieving a topological phase even at zero magnetic field. Since the
TS hosts two MBS on its ends, then within a reasonable approximation, the tunneling
problem is reduced to that of transport in a SC-QD-MBS junction. We will consider large
voltages V', such that eV < A, which allows us to ignore a constant phase difference. Also
we will consider a simple non-interacting model with U = 0. As the MZM exists as a
zero-energy edge mode in the TS, tunneling conductance spectroscopy provides a simple
way of detecting them.

In standard devices, like normal metal-superconductor junctions, it has been found
that MZM mediates a perfect Andreev reflection (AR) at zero energy, which in turn gives
rise to quantized 2e2/h zero-bias conductance value [62, 63, 64, 65, 66], as long as the two
MZMs at the wire ends are far from each other with exponentially small overlap between
the MZM wavefunction, the so-called topologically protected regime. Nevertheless, the
observed zero-bias conductance is substantially less than the MZM canonical quantized
conductance value. A plausible source of discrepancy is thermal broadening in the normal
metal lead, which reduces the zero-bias conductance value and widens the peak. The
reason we are considering a SC lead instead of a normal metal lead is to mitigate this
problem [67, 68, [69] [70]. In a SC lead, thermal quasi-particles excitations are exponentially
suppressed by the superconducting gap, which grows as exp (—A/T).

Following the last idea, an alternative way to detect MBS is to measure Majorana’s
nonlocal nature by, e.g., crossed ARE The resulting nonlocal noise cross-correlations are

studied extensively in lead-MBS directly coupling systems [63], [7T], 72} [73]. It has reported

!Crossed Andreev reflection is the nonlocal conversion of an electron excitation into a hole excitation,
each in a separate lead, while local AR converts an electron into a hole in the same lead. Equivalently,
local AR injects a Cooper pair in a single lead, while crossed AR splits a Cooper pair over two lead.
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[71] that large zero-mode splitting, the crossed AR process through a pair of MBSs dom-
inates over the local AR, exhibiting maximally positive cross-correlations. On the other
hand Law et al. [63] addressed that the currents from different leads can be maximally
positively correlated or maximally negatively correlated, depending on the parity of the
number of vortices. It is noticed that an injected electron, except for experiencing the
crossed AR, can return to the same lead through local AR or enter the other lead by
co-tunneling processes. Thus, different processes coexist simultaneously and probably con-
fuse each other in these structures. To obtain the nonlocal information, a quantum dot is
inserted between nanowires’s ends and metal reservoirs. As a consequence, the local AR
is heavily suppressed in favor of the observation of current cross-correlations, especially in
the limit of weak dot-reservoir coupling.

The system we are investigating with is described in detail in section As we have
discussed above, it represents an excellent platform if one wants to study exotic correla-
tion between different types of particles. In order to obtain the non-equilibrium transport
current through the system, we make use of the mathematical framework discussed in the
last chapter. In section [£.2]to introduce a source term, for later in section we construct
the central object we will deal with: the generating functional Z;. We will show that it is
necessary to define three different matrix Green’s functions, one for each component of the
system. In addition, due the bias voltage, the phase of the superconductor’s order param-
eter depends on time, giving a Floquet representation of all Green’s functions, described
in detail in section [£:4] Once found all the relevant Keldysh-Floquet Green’s functions, in
section the tunneling current is calculated by taking functional derivatives of Z¢ with
respect to the sources.

Only calculation of the Z; and the tunneling current are given with all details in
the present chapter. For the explicit calculation of others procedures, please refer to the

appendices at the end of the thesis.
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4.1 Our system

Our system consists on a hybrid structure composed of a topological superconductor
(TS), a Quantum Dot (QD) and a trivial s-wave superconductor lead (L). The system is

described by the second quantized Hamiltonian [74]
ﬁ:ﬁL+ﬁd+ﬁT. (4.1)

The Hamiltonian is written in terms of spin matrices § and Nambu or particle-hole
matrices 7, where 3g, 79, §;, 7; with ¢ = z, y, 2z are unit and Pauli matrices in the respectively

spaces. In this context, we define the lead and the dot electron operators as a 4-component

spinor
¢y di
é . d
=, d=|" (4.2)
a d]
—¢ ~d;
and the Majorana fermion operator v comes with the spinor
e’
_ ¥
Ve = : (4.3)
e

where ¢ is a constant topological phase [75]. Including the topological phase on the spinor
we are considering an generalized Majorana fermion and as a consecuence, acting with an
operator v or 7' differ only in a constant phase e*®.

Using this convention, the superconductor’s Hamiltonian has the standard Bogoliubov-

de Gennes form

N 1w, &k A .
H; = *ZC]TC ® So | Ck, (44)
i AT =&,

where we have multiplied by the third Pauli matrix 7, in order to symmetrize the Hamilto-
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nian [45] and A corresponds to the energy gap for the superconductor. The dot Hamiltonian

reads

. 1 . R
Hy= 5dT (67, ® 30 + H7y ® 8.) d, (4.5)

where we consider a Zeeman component H, with a Larmor frequency given by 2H, including

the giromagnetic factor g. For the tunneling term

Hy = - (t2¢7(0)7, ® 80 + try V17, ® 30) d + h.c, (4.6)

N

we define the tunnel coupling between the normal superconductor and the dot, and between

the dot and the topological superconductor as ¢y, tg respectively.

tL tR

/\ /_\
[V ¢, el d,dt g

Figure 4.1: Structure of the nanojunction

The superconducting lead is placed at voltage bias V which is bigger compared to all
other energy scales in the system, including Zeeman energy (although, V' is less than the
superconducting gap). For the topological superconductor we assume that the Majorana
bound state (MBS) is well separated from other MBS’s, i.e., at the other end of a TS wire,

and therefore we are neglecting the couplings between them.
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4.2 Current operator

The current is defined via continuity equation at the left SC leadE]

where the number operator Ny, for the superconductor has the form

- 1
Np = 5@*(0)@ ® 80¢(0). (4.8)
We can immediately see that the only nonvanishing term that contributes to the current

is the first term of Hp

J = % [61(0)7. ® 50¢(0), %tLéT(O)%Z ® 30d + h.c]

- ﬁtL ([ 1(0)7, ® 306(0), &1 (0) 7, ® s0d] —h.c)

= —thLéT(O)i (72 ® 50); [¢(0);,¢T(0)k] , (2 ® 80)p di + hic

| ——
Ok
= 2t (07 @ 5pd — he)
zeA
= _E]d (4-9)

4.3 Keldysh Green’s functions

According to Eq. it is necessary to add a source term in order to construct the
effective action. To this end we use the current in the Keldysh space j4. In the Keldysh
theory the source field consists of two components: the classical o and the quantum one ay
[41]. For simplicity we can set the classical contribution ay; to the current to zero, because

it is irrelevant for noise and current calculations. In the Keldysh space, the classical and

2In principle, one can argue that this kind of systems always obey the continuity equation for the currents
Jr = —Jr. However, it is not possible to define a number operator Ny for Majorana fermions in the right
lead, thus we analyze only the left current from the conventional superconductor.
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quantum components for the current are proportional to the matrices

where the Pauli matrices &; act on the Keldysh space. The source contribution is defined
as
~ 1

A, = 1aj'd, (4.11)

which has only a quantum contribution. Now we will use the standard path-integral pro-
cedure shown in the Chapter [3| using coherent states. Implementing a continuum notation

for the fields
& — (), (4.12)

we can formally write the generating function as

_ f D), £(1)]eS1ES) (4.13)
C

where C is the closed contour and the integration measure is the shorthand notation for
DIE(t),E(1)] = H2N d[&;, &]/Tr(p(—0)). With this source term the generating functional

for our system will be

al = iy r ei[S()JrSs] )
] L Dl ()] L D[ef)(t),sb(t)]LD[f(t),f(t)] , (4.14)

where the action S is due the presence of the source (4.11) and we have introduced an

operator-field substitution via path-integral of fermionic coherent states

et > ff (4.15a)
dd' — ¢,¢ (4.15D)

Here, we have omited the time dependence of the coherent states. Splitting the fields in

two components ¥, and ¥U_, as in Eq.(3.69) for the forward and backward contour, but
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now taking account of the Nambu 4-component, we will have

Y1y
Yl
Wy v,
PO I L 9, (4.16)
Y] v WUt
—ﬂ (2
¥l
—yl

and for the bar fields

o = (3 9 B -n)
= (@ o) = (a1, o, o o) (@ G a -a))
(4.17)

Note that now the integration is over the time axis and not over a contour C. One of
the consequences of splitting the fields is that we have to incorporate the relative minus
sign to the (—) fields due the backward contour. For this purpose, our previous structures
transforms like

. _ _ . . v,

vMy = (\IJ+ \I/_> (oz ®M) , (4.18)

v

where M is any 4 x 4 Hamiltonian term which only has spin and Nambu degrees of freedom
and &, is the third Pauli matrix in the Keldysh space which incorporates the minus sign
due the backward contour.
Our goal is to construct matrix Green’s functions using the path-integral formalism. To

obtain a more useful matrix structure, we have seen that is more convenient to use the triag-

onal representation Eq.(3.85), by making a Keldysh rotation Eq.(3.83] [3.84) and defining
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new Keldysh fermionic fields labeled by the subindices i = 1, 2:

U, = \}Q(IIJIJHI/Q)
S \}i(qfl—\yz), (4.19)
such that
R R T = Q® (70 ® 5) i : (4.20)
o) V2 \Lpy —Lia) \ 0, 2

As we mentioned previously, the bar field transforms in a different manner. In this partic-

ular case, and following the above consideration, the transformation reads

b, = \}5 (T + Ty)
7 - ;5 (T — 0)) (4.21)
and ) ) )
‘f’+ _ 1 Iyxa ]I4><4) ‘%1 0 ® (0 ® o) \f]l ' (4.22)
v_ V2 —lyxa Taxa) \¥2 Uy

Then, the complete transformation is

. _ At . R N (A . Uy
vHyY = <\111 \112> (QT® (To®so)) <0Z®H) (Q@ (To®30)> . (4.23)
Wy
Is important to note that only the matrices Q/, 6, Q are in the Keldysh space. So this

matrix product reduces to

Q"6.Q = 60, (4.24)
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and all the Keldysh degrees of freedom as a consequence of this transformation are incor-

porated into the identity matrix g. Then, the expression (4.23) acquires the form

M = Qlj(fo®§0)®5o®M'(%o®§o)¢
= P50® (Fo®30) - M - (7o ® 30)0

= oo @My (4.25)

In the last expression, the factor 7y ® §g is just a 4 dimensional identity matrix, in the
Nambu-spin space and is incorporated, without any effect, in the matrix H.

The Majorana states have no spin and Nambu indices, they only have Keldysh indices.
In this sense, we will consider that the Majorana fields split in two components like the

other states, but they are a 2-component structures

T+

AT = (ry+ 7_) and vy = (4.26)

Y-

Let us define

STVt = (%VT V_VT)axs)' (4.27)

So, after Keldysh rotations we will have for the coupling term

ATVivd = (%rVT 77{71‘)(1 (60 ® M) sxs)

x8)
“/ (8x1)

M 0 [ds

= (v ) 0 1) \d

~

V.M 0 dy

L s R ¥
(2x8) “/ (8x1)

_ Toe (V- A, (4.28)

The same procedure must be applied for the hermitian conjugate.

Now we are able to work on the Keldysh action in the path integral. Returning to our
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previous notation Eqs.(4.15a) - [4.15¢)), but considering them as 8-component vectors, the
action is

Sy, ¢, 0, f, f1 = Sa+ 8L+ Sr + S = So + Ss. (4.29)

For the dot contribution, we have

1 _
Sd = QJ dt¢é’0®((iat—€)fz®§0—H7A'0®§Z)(;5
R

1 =y
- QJR dtéGq ¢ (4.30)

while the s-wave superconducting lead action is

) A
S, = ;L{ dt;fk5'0® 0y (T2 ® 80) — ik* ‘. ® 30 | fr

_ 1 Froy —1

_ QJR dtF(0)g 1 £(0). (4.31)

For the last term, which includes the coupling and the source terms, we write

1 1 -
ST + Ss = 2f dt (’yT&gi&t’y + ith(O)[(&O @’f‘z ®§0) + 0&(61 ®7A'0 ®§0)]¢
R

+try 60 ® (VI (7. ® %0))9)

vy [ ar <;t2q_5[(&o ® . ®50) — a6, ® 70 @ 50) | £(0)
R

+tRe60 ® (72 ® 30) - V)v)
(4.32)

where we have introduced the Keldysh matrix 6, because we are considering the quantum
source. Defining

[(60®7A}®§0)i&(&x®7co®§0)], (4.33)

a4 =
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the last equation adopts a more compact form

sr+8 = 3 [ T Gotidnn + tuf0)ass +tda-f(0

+try 0@ (V- (7. ®580))d + thooo @ (72 ® 50) - V)] . (4.34)

Adding all the contributions, the action reads

Shuo.of. 01 = 5 | atl e,
+0G ¢ +trY 60 ® (V- (7. ®30))¢ + thé60 ® (. ® %) - V)]
#3 | 7O 0 + 70 (tasd) + (i) £0))
= S[7,6,8] + 516,61, el (4.35)

At this point it is useful to remember the Gaussian identity for Grassmann variables [50]
f D[E]D[e]e 46+ T1E+IE = det(A)e” AT, (4.36)

Using the Gaussian identity, we eliminate the superconductor degree of freedom by inte-

grating at first the f, f fields
Zlal = [ D] [ Dlo.ales0 [ iy, fleistied

7

= Zclv, ¢, 0] x det ( 2g_1> exp [; jR dt(t% po_ (—g) tLa+¢)]

_ i _
= N x Z¢[v, ¢, ¢]exp {—2f dt|tr|?¢ (a_gay) (;5] , (4.37)
R
with NV a constant arising from the identity in Eq.(4.36]). Using again the identity over the
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last expression for integrating over the quantum dot degrees of freedom we get

ZC [Oé]

NJD[V] JD[qﬁ, ¢] exp { B JR dté (Gog — |trl? (a—gay)) ¢

+ (v 60(i0)y + try 60 @ (VT - (75 ®530))6 + & (thd0 ® (72 ® 50) - V) |}

N x det (—;(c_;dol e (a_ga+))> «
[ oo {5 [ atlrsutian
— [tey" (60 @ (V- 7. @50) [Gag = Itz (a—gas) | (60 @ (. @30) - 1)) 1}

= C JD[V] exp {; JR dty"60(i0)y — |trl* v 60 @ (VT - (7. ® 50)) G 4(60(®7: ® 30) - ‘7)’7}
(4.38)

As the topological phase ¢ is an arbitrary constant, we can consider ¢ = 0 to simplify

calculations. With this assumption, the V — spinor is
_ T
Vio—o = (1 11 —1) : (4.39)

Then, the effective generating function is

Za] = C J D[] exp {; JR dirT0(id0)y — [trPyT (50 ® (V1 - (7. ® 40))

X Gd(ﬁ()@((TZ@SQ )’y}

— CJD[V]eXp{; Aty (Gorfy — Zm )Y }
z
- CJD[’Y] exp{2 dthGM'y}
_ CJ'D 13eff[a (4.40)
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From the previous calculation we can identify three Green’s functions. Using the energy

representation, the superconductor lead Keldysh Green’s function is

g(E) = : (4.41)
0 g (E)

gBKA) g a 4 x 4 matrix and they include the dimension

Each of the Green’s functions
from the Keldysh rotation. Following Ref.[45] and after some convenient rotations (see

Appendix [B|) the superconductor Green’s function in equilibrium (V' = 0) has the form
g B(E) = ARV (E)iy® 8, +iBPY(E)7, @ 3. (4.42)

As we showed, due to the fluctuation-dissipation theorem, the Keldysh or Kinetic Green’s

function satisfies

£(8) = [¢"(B) - ()] (517 ) | (1.49

The second Green’s function is given by
_ -1
Ga(B.0) = (Gl (B) — It (a-g(B)as)] (4.44)

corresponding to the quantum dot’s Green’s function and where the retarded Green’s

function of the noninteracting dot in a magnetic field H has the form
GENE) = [(E+int®8 —et, @8 — Hip®38,] ' and GE(E)=0, (4.45)

with n — 0 a regulator. Finally, the Majorana Green’s function is
_ . — A . N |
Gy (B, a) =[Gy — tr[ (60 ® (VT - (7 ® 50)))Gy( B, a) (60 ® (7. ® 30) - V)],
(4.46)

or in the Dyson Equation form

Q]T/[l(Eﬂ a) = Q]TJlo(E) - EM(Ev a), (4'47)
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where
Su(E, ) = [tr* (60 @ (V- (7. ® 80)))Ga(E, ) (60 ® (7= ® $0) - V). (4.48)

Here GA;/}O (E) is the noninteracting Majorana Green’s function, which in momentum space

takes the form

Gli(E) Gipo(E)
GrolE) = ot (4.49)
0 Ghro(E)
where its components are
R,A 1

The total Majorana Green’s function, although, it depends on the dot Green’s function G,
has no spin and particle-hole representation. Indeed, it is a 2 x 2 matrix, representing only
the Keldysh degrees of freedom. The noninteracting kinetic Dot and Majorana Green’s
functions, GX (E) and G (E), are zero because they are proportional to the regulator i

and vanish in the limit n — 0, since noninteracting systems are dissipationless.

4.4 Green’s functions in Floquet space

Now we will obtain the non-equilibrium Green’s functions of the superconductor, the

Majorana, and the dot as matrices in Floquet space.

Green’s functions in the Floquet basis

Note that if we replace in Eq. (C.20) for Appendix E,E' by E+2eVm , E+2eVn,
the delta functions in Eq. (C.20) will have the form

S(E,E') = §&(m,n)
S(E,E' +2eV) = 46(m,n+1)

S(E,E' —2eV) = 4§(m,n—1) (4.51)
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then it is convenient to introduce the matrix notation
g (E +2eVm, E +2eVn) = gp, ,(EF), (4.52)

with a = R,A K. Because g* for every m,n is a 4 x 4 matrix itself, we use the new indices
i,k to designate the actual matrix element. The definitions (C.20)) and (4.51)) show that
the energy difference between the initial and the final states is an integer multiple of 2eV.

To simplify notations we define the Floquet-states indices

1 k-1
I = integer [14] ., K = integer {4], (4.53)

and Fx = E —2eV(N — K) where i,k =1,...,4(2N + 1). Using this new indices, then

S(E,E") — 1k (4.54)
S(E,E'+2eV) — b1k (4.55)
S(E,E'—2eV) — b1x-1. (4.56)

For the superconductor Green’s function in the Floquet space we have

9 (B) = () + g (B) + g, (B). (4.57)

Superconductor Green function

According with Eq. (C.20]) we have

A(Eg —€V)
. —A(EK + €V)
93"8(E) = dr.x
A(EK + €V)
—A(Exg —€V)

i—4AK k—4K
(4.58)
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0 B(Eg +eV)
B 0 0
9. (E) = 01, k41 (4.59)
0 0
—B(Ek +eV) 0 i—d(K41),k—AK
0 0
B(EK - GV) 0
g (E) =011 : (4.60)
0 —B(Eg —eV)
0 0 A
i—A(K 1) k—4K

where « in Eq. refers to the components R,A,K of the matrix Green’s function g.
The matrix structure of the 4(2N +1) x 4(2N + 1) matrix Qik (E) consists of 4 x 4 diagonal
boxes g?,iag and of 4 x 4 blocks g:—; on each side of the diagonal. The others Keldysh
Green’s functions have a similar representation. The dot Green’s function includes the
superconductor Green’s function g as a non-equilibrium part, therefore we can write the
total dot Green’s function such as g. The total Majorana Green’s function is a matrix in

the Floquet space (2N + 1) x (2N + 1). Using the definition of the spinor V,—o we find

G (EB) = Gyt (B) — =i, (B, a) |, (4.61)

Majorana Green function

where the zero-order Majorana Green Function consists of only diagonal matrix elements

in Floquet space

Gator (B) = 8pq(E —2eVN +2eVp). (4.62)
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In the Floquet basis, with p,q = 0,1,2,...,2N (such as the indices I, K), we have for the

Dot Green’s function

R GR GR GR
dapi1,4g+1 dap1,4q+2 dapi1,4q+3 dapt1,4q-+4
GR GR R R
R _ dap+2,4q+1 dap+2,4q+2 dap+2,4q+3 dap+2,4q+4
d - ’
P>q R R R R
dap+3,4q+1 dap+3,49+2 dap13,4q+3 dap+3,4q+4
GR GR R GR
| dapia,aqe dapta,4q+2 dapt4,49+3 dap+4a,49+4 | (4x4)

where we have considered the structures of the suprconductor Green’s function in Eq. (4.41)).

Using the explicit form of the Majorana self-energy, we obtain

Sap,(E) = [tr]?(60® (V- (7. ©80)))G4,, (60 ® (7 ®30) - V)
N (7 A e A P
= [trI7(G0® (V" (7 ® 50))) 0’"’ L G0® ((7:®@5) - V)
_dPlI
= [trPATG, (E, a)A. (4.63)

4.5 The tunneling current

If we want to evaluate the current, we have to take derivatives of the effective action

—1
o [t (L) 2

with respecto to a:

Gy - e

a—0

a—0

1 1) _ R ~
= — QTFJ dtl J‘ dtQQM[tl,tQ, a] <6a(t) [ijlo[tQ,tl] — t%%ATQd[t27t17 a]A])

a—0

(4.64)

1 . 5 R
- 2Trf dt, f dtsGs[t1, to, ] <t%AT (ng[tQ,tl,a]> A>

a—0
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For any inverse operator 121_1(.%‘), its derivative is given by

= (A_l(x)/l(:r)) —0

- %A_l(az) _ A ) <CZCA(95)> A ). (4.65)
Therefore
6Gd t2’t1’ j dt3J dtsG 4t2, 3, o] <50§5(t>€;1[t3,t4,a]> Galta, t1, o],
where
50?(75)931[%754704] = <5a6(t) (Gao — tha-ga+) [ts, t, 0]
— - )60 @2 © s0)glt (0. @7 D )

§(t —13)(02 ® 70 ® 80))g(ta,3)(60 ® 7= ® 50)) — O(a)] .
(4.66)

In the limit o — 0 we obtain for the quantum dot Green’s function
_ . . . S |
GalE,a]l4g =[Gy — t1(60 ®7: ®50)g(60 ® 7. ® 50)] (4.67)
and the Majorana Green’s function is

GulB.ally o= [Grh — AT (Gt~ 60 @ 7 @ 80)g(0 ® 7 @ 30)) 4]
<ML~ a—0 — | MO R =Zd0 L\90 Tz®50)g(00®7'z®50)) . (468)
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Collecting all the terms, and after integrating the delta functions, we have the final ex-

pression for the current

~

L (tet)? _ 0)AT
<]> = TTI" dtq dtQQM(tl, ly,a = O)A
{f dtsGy(ta, ts, o = 0)Mozog(ts, t) MaooGyl(t, t1, o = 0)

f dt4Qd(t2, t, o = O)Mzogg(t, t4)M0z0Qd(t4, tl, o = O)} A, (4.69)

where, for convenient reasons, we have defined the matrices

(5’0@72@30) = Moz() and (&x®7ﬁo®§o) = MxOO- (470)
Note that in our case, the Green’s functions actually depend on time differences, i.e.

Gt,t)=G(t—t), (4.71)

then they admit a single-variable Fourier transform. Using the convolution theorem, we

have for example:

f dty j dty §dts f(ts— t2)g(ts — ts)h(ts — D)j(t — t1)
R f dn f dr, f drs f(r)g(ra)h(rs)j(—(71 + 72 + 75))

where we have defined a new set of variables

=%t —ty , Tp=ta—t3 , T3=1t3—1t. (4.72)
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Making a Fourier transformation we have

f dEIJ dEQf dEgJ dE4f dm f dng drs

X exp — iFE 11 — iFomo — iF3Tm3 + iEy(T + T2 + T3)]f(E1)§(E2)B(E3)3(E4)

J dE1 J dEQf dng dE4J dT1€ (B —Eq)r

3(Er E4)

‘ f drpe=i(E2=Ea) f drye BP0 F(B)G(En)h(Es)j ()

NG
" "

8(Ey—Ey) 5(Es—Ey)

f AEf(E)§(E)h(E)j(E)

where we have called £ = FE4. According to this, in what follows we will omit time

arguments and integrals and we will use only the energy representation

Gy = O [ dBGy(B)AT {GulE) onog(E) oGl E) — GalE)Maoog (B oo G(E) | &

= f dEj(E,V,T)

J(V,T), (4.73)

where Tr implies taking the trace over Keldysh and Floquet spaces.
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Chapter 5

Results and discussion

In the present chapter we show the I-V characteristic of the tunneling current through
the system for different setups. Thermoelectric transport coefficients discussed in section

2.4 are also studied.

5.1 Electric current

We have evaluated numerically the non-equilibrium transport current Eq. using
the Numpy package for scientific computing with Python. Even though the energy domain
of the integral is the complete real axis, because of the quasi-classical approximation dis-
cussed in Appendix [A] only a finite region around the Fermi energy is relevant. That is
why we have used the Gaussian Quadrature integration method in order to evaluate the
energy integral, where the weights of large energy-contributions allow us to consider the
relevant region and neglect the energy contributions that do not play any important role
in transport processes.

To calculate the I —V characteristic, the number of Floquet states is adjusted until the
result is insensitive to a further increase in n. In figure the first six modes are shown,
and the resulting current is the result of the addition of all modes. It can be seen that the
contribution of the n = 2 mode is dominant while the contribution of the following modes
decreases as n increases. It is important to note that the contribution of the n = 0 mode

is notoriously small because the n = 0 block-matrices Green’s functions are diagonal and
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the non-diagonal contributions are present starting from the n = 1 Floquet mode.
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Figure 5.1: First six Floquet modes and the resulting transport current through the nano junction.
We have set the dot energy e = —0.01A, the temperature 7' = 0.1A, magnetic field H = 0.0, and
the tunneling constants ¢, = 0.7A and tr = 0.05A and jj, = eA/2h.

The oscillating behavior of the current is a signature of Floquet modes, but most impor-
tantly, the inversion of the sign in the transport current and the positive peak are hallmarks
of the processes already discussed in chapter [2f Andreev reflections (AR), that constitute
the key mechanism for the superconducting proximity effect (PE). It was understood in the
sixties that superconducting correlations could extend over large length scale in a normal
metal, even in the absence of attractive electron-electron interactions. In this context the
PE is the emergence of superconducting-like properties in a non-superconducting material
placed in electrical contact with a superconductor. The role of AR is central to this pro-
cess since it provides the elementary mechanism for converting single electron states from
normal metal to Cooper pairs in the superconducting condensate. When a Cooper pair
leaves the superconductor, because of multiple AR, different processes can occur in the

way to the MBS.
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Consider for instance that in the interface of the quantum dot the Cooper pair suffers
an AR and it splits into one electron traveling to the right and a backscattered hole
traveling to the superconducting lead. Let’s study what happens with the reflected hole:
when the hole scatters the superconducting interface, a Cooper pair is absorbed into the
superconducting ground state, and an electron is reflected to the right, producing a second
AR. After this process we have two additional contribution to the electric current between
the superconductor-quantum dot: the hole carrying a charge e moving to the left and an
extra electron with charge —e traveling to the right, doubling the net charge to the right.
On the other hand, the first electron originated from the Cooper pair splitting traveling to
the right can occupy the dot’s level (without any AR because there is no superconductor-
metal interface) and then continue his way to the topological superconductor, in whose
interface a MBS is located. As we discussed previously, in an adequate approximation,
the Majorana fermion acts as effective lead, so we can consider that the (quasi-)particles
traveling from the left interact only with the MBS. When an incoming electron has energy
that matches an energy level of the quantized Majorana mode, then the incident electron is
converted into a backscattered hole with probability of unity, independent of the coupling
strength. This processes is known as resonant Andreev reflection (RAR) [63], which has a
sharp contrast to the AR present in normal metal-insulator-superconductor systems, where
it has been reported that amplitude of normal AR at fixed subgap energy decreases with
decreasing coupling strength. So, because of RAR processes, there will be an second hole
traveling to the left. This hole can occupy the dot’s level as the electron did, and later it
will scatter the superconductor interface, producing an extra absorbed Cooper pair and an
additional reflected electron. This processes is described in Fig. ).

The other virtual process is shown in Fig. [5.2b): suppose that the Cooper pair from
the superconductor does not suffer any AR. It splits in two electrons of opposite spin in the
interface of the quantum dot. Because of the Pauli exclusion principle, these two electrons
can occupy the dot’s level without any restriction (nevertheless, if there is a magnetic
field, there will be a Zeeman splitting in the dot’s energy level and the electrons will
occupy different levels according their spin values) and continue traveling to the topological

superconducting interface. As we describe earlier, because of the MBS, there will be two
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Figure 5.2: a) First procces in which the Copper pair suffers an AR in the interface with the QD
(red dashed line) and the other two AR in the TS interface and in the SC interface (dotted line),
generating Andreev bound states; b) The Cooper pair splits in two electron of opposite spin, in
order to occupy the dot’s level, producing two backscattered holes in the TS interface. The AR of an
electron (hole) is equivalent to the transfer of a single Cooper pair in (out) of the superconducting
condensate.

RAR, one for each electron, producing two hole traveling to the left. These quasi-particles
will occupy the dot’s level and will reach the superconducting lead, where they will suffer
a second AR, producing an absorption of two Cooper pairs and two backscattered holes,
contributing with a 2e charge-flux to the right transport current through the nano junction.

Because of the self-Hermitian property Eq. the Majorana fermion is ensured to
couple with electron and holes with equal amplitude. Therefore, when a lead is coupled to
a Majorana fermion mode, the lead plays the role of both an electron lead and a hole lead.
If our system had two lead coupled to the MBS, there would be a resonant tunneling from
the electron lead to the hole lead.

If AR processes do not dominate the transport current, Cooper pairs at the quantum dot
interface can admit not only AR, but normal reflections too. In this case, a backscattered
electron reaches to the superconducting interface. Depending on its energy, it can enter

to the superconductor or it can be Andreev reflected as hole, moving to the right. In
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both cases, there is an inversion of the current due this process, because in this scenario,
electron and holes will move in the opposite direction to that mentioned in the previous
cases. Figure [5.1] shows that the shape of the current is predominantly positive, which
is in agreement with the fact that Andreev reflections dominate the transport processes,
as we expect due to the presence of a superconductor and a topological superconductor
lead. Even though there may be no AR at the topological superconductor lead, MBS will
remain after normal reflections because they are topologically protected against electron-
like quasiparticles scattering or backscattering at non-magnetic impurities and defects.

As we discussed in chapter [2] when a bias voltage V is applied, the situation is more
complicated, because the quasi-particles increase their kinetic energy. As a consequence
the transport current may be benefited if the increment in energy does not break the
quantum correlations. In particular if an electron-like quasi-particle can be exited from
a state below the gap to a state above the gap due multiple AR, it will contribute to
the transport current without any kind of reflection, behaving as a classical particle, and
therefore having no role in the tunneling scenario. In order to avoid these situations, and
keeping in the linear response regime, small voltages were applied, such that eV < A.
With all these considerations, we can see that the transport current has a peaks near to
zero bias voltage and in the regime between eV = 0.2A and eV = 0.3A . In that region the
multiple AR dominates the transport processes and the quasi-particles couple to the MBS
with maximal amplitude. On the other hand, in the region 0.1A < eV < 0.2A normal
reflected electrons dominate the behavior of the current, inverting the sign in that energy
regime. This behavior coincide with different coupling strengths, only the position of the
principal peak varies smoothly.

For higher energies it can be seen that normal reflections appear as relevant processes,
inverting the sign of the current and indicating that correlation between quasi-particles
become weaker.

The Zeeman contribution to the energy increases with the magnetic field (modifying
the dot’s energy scale ) and electrons with grater energies are required to occupy the dot’s
energy level. Therefore at non-zero magnetic field, electrons in regions of higher voltages

will dominate the transport processes, as is shown in Fig.(5.3]). There is a peak at 0.05eV/,
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Figure 5.3: Currents for different magnetic fields. It can be seen that higher energy electrons
becomes relevant for transport processes. The set of parameters are the same as before.

whose position coincides for different values of the magnetic field. This behavior is an
important criterion which helps to identify MBS.
In order to elucidate which process dominates for each configuration, we have calculated

the occupation number ng = figr + g for the electrons in the dot according to
1
(hg) = Trf dEnp(E,V,T) (——Im {GH(E, V,T)}) (5.1)
T

where the fermionic distribution function is

1

nF(EaV7T): .
exp{%B;j‘f} +1

(5.2)

Figure (5.4) shows the occupation number of electrons in the dot. We can see that

at zero Zeeman splitting there is practically no localized electron in the dot because elec-
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Figure 5.4: Occupation number for different magnetic fields. We have used the same set of
parameters ss before.

trons can occupy easily the dot level and then continue traveling to the topological lead.
However, when we consider a finite non-zero magnetic field, the energy transport bar-
rier represented by the dot’s energy increases because of the Zeeman energy contribution.
Thus electrons with higher energies (accelerated due non-zero bias) are responsible for the
electrical conduction.

However, the most important conclusion we get from figure ([5.4)) is that the contribution
of the first virtual process described in figure dominates the tunneling current because
double occupation in the dot are practically suppressed (except for the very low voltage
regime, where the second process seems to be dominant at H = 0.1A). It means that at the
superconductor-quantum dot interface there are multiple one-particle Andreev reflections,
producing several Andreev bound states, being the current carried by individuals (retro)-

reflected (holes)-electrons.
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5.2 Thermoelectric performance

In order to study the thermoelectric properties of our system, we have to consider
the temperature dependence of the electric current in the linear response regime, which is
presented in figure [5.5] We have assumed that the s-wave superconductor is in thermal
equilibrium at temperature 7' (as before), and the topological superconductor is at zero
temperature. Therefore the thermal flux is generated by the temperature difference AT =
T-0=T.

As we did before, we have set T'/kp less than the superconducting gap. In this regime,
we can see that, independently of the magnetic field value, the temperature dependence
of the electric current is very low, which coincides with the fact that our model is lattice-
independent (phonons are present only in the BCS description of the superconductor
Hamiltonian). As a consequence, this system does not dissipate a great amount of thermal
energy due to the current flow and, at first sight, it may be represent a good candidate for

a dissipationless thermoelectric nano device.

Figure 5.5: Voltage and temperature dependence of the electric current for zero magnetic field.
We have considered the same setup as in the previous plot.
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Even though the current does not dependent strongly on the temperature, in order to
elucidate the thermoelectric performance of the of the system, we have to study the figure

of merit Eq.(2.16)). The Seebeck coefficient Eq.(2.14) was calculated according to

AV ot
S = — ~7 - _ % (5.3)
J=0 vV 1j=0
and the thermal current as
Jo(V,T) = fj(E, V., T)EdE. (5.4)

The electric and thermal conductivities , o and k respectively, can be obtained from the

electric and thermal currents through

_aJ(V,T)
oV

_ (V. T)

o ;K .
J=0 or J=0

(5.5)

The thermoelectric figure of merit is presented in figure [5.6| for different voltages.

Our results show different thermoelectric performance according to the intensity of the
applied magnetic field. In figure the highest values of the figure of merit are shown
for different fields, reaching the maximum at 0.7eV /A when the magnetic field has a value
of 0.3A. Until now it has very hard to achieve high ZT', because 7,5 and x cannot be
independently controlled, namely, a material with large electrical conductivity o has a
large thermal conductivity . Particularly, the small values of ZT is a consequence of the
TEP of the device, as is presented in figure : small values of the Seebeck coefficient
means that this is not an efficient system in converting temperature differences in electric
voltages. This behavior is anticipated from figure ([5.5)), in which the temperature does not
play an important role in the electrical current. It is important to note that the change
of sign in the Seebeck coefficient is due to the inversion of the current, which it is another
signature of multiple Andreev reflections in this system.

In contrast to normal metals (which have a small ZT') and semiconductors (that have
demonstrated to be better thermoelectric materials than normal metals), where the ther-

moelectric figure of merit reaches its maximum values after a large variation in temperature,
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Figure 5.6: Thermoelectric figure of merit as a function of temperature for differentes voltages
and magnetic fields using the same parameters.

we can see that in this case both, Seebeck coefficient and thermoelectric figure of merit,
saturate in the low temperature regime, which might give some information about the
quality factor of this particular hybrid system.

Andreev reflections give also an explanation to the low heat transport through the
structure: low energy electrons (energy below the superconducting gap) hit a barrier (such
as the quantum dot barrier) and convert into retroreflected holes, carrying the same energy
back in the opposite direction. Thus, the subgap thermal flow through the superconductor
is blocked, and only quasi-particles with energy E > A participate in the heat transport.
However, in order to analyze the role of correlations between quasi-particles in the electrical
transport current, we have set all the relevant parameters, such as the energy of electrons

and bias voltages, less than the superconducting gap and thus suppressing thermal flow.
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The high value of the figure of merit presented in figure for H = 0.3A is a consequence
of the high value of voltage combined with the magnitude of the magnetic field. With those
values, electrons are very close to the threshold characteristic energy value of the system.

Even though the figure of merit does not reach high values, it is interesting to discuss
the role of the magnetic field in the system. Due to spin degrees of freedom present in the
model, electrons are sensitive to the applied magnetic field. This field breaks the symmetry
between electrons, giving different energy contributions for spin up or spin down fermions:
electrons that have a spin parallel to the magnetic field dominate in the whole transport
process compared to those with anti-parallel spin. Therefore, some electrons will gain
more energy due to the magnetic field, increasing the electrical conductivity, whereas the
thermal conductivity will not be affected. This behavior is presented in the evaluation of
the Lorenz number L, which is defined as the ratio of the electronic thermal conductivity

to the electrical conductivity. This ratio is proportional to the temperature

L=— .
= (56)

and takes lower values for higher magnetic field. Figure shows the Lorenz number in
the whole temperature and bias voltage regime.

Multiple Andreev reflections also play a role in the evaluation of the Wiedemann-Franz
(WF) law. For Fermi liquids the Lorenz number do not differ strongly from the Sommerfeld
value

w2 (kg

2
L=~ <> =244 x 107 8WQK 2. (5.7)
(&

In our case, the WF law is violated (figure : the Lorenz number has significant vari-
ations, having minimum and maximum values far apart from those obtained for typical
Fermi liquids. Breakdown of WF law have been recently theoretically predicted [76 [77]
and experimentally observed in different electronic systems at cryogenic temperature and
arise from unconventional phases of matter, strong inelastic scattering of quasi-particles,
semimetal physics [78], [79, 80] or low dimensionallity [81]. However, it was found recently a
violation of the WF law at high temperature in metallic vanadium dioxide in the vecinity

of its metal-insulator transition [82].
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Figure 5.8: Lorenz numbers as function of temperature and voltages. At higher magnetic field,
the electrical conductivity increases, whereas the thermal conductivity remains practically constant,
given a lower Lorenz number. We have used the same setup of parameter as before .
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Heat conduction in topological superconductors can be achieved by introducing disorder
or defects in the system. It has been reported that the addition of disorder and defects to
a 2D topological superconductor makes it start to conduct [83] because Majorana fermions
bound to defects are responsible for the heat conduction. Defects create bound states
within the superconducting gap. An isolated MBS must have £ = 0 and it is this mind-
gap alignment of MBS that allows for resonant conduction if the density of defects is
sufficiently large [84]. This disorder driven phase transition from a thermal insulator to
a thermal metal has not yet been observed experimentally, but it is evident in computer

simulations, making this an interesting research focus.
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Chapter 6

Conclusions and further work

6.1 Conclusions

Using the non-equilibrium Green’s function methods and Floquet theory we have cal-
culated the non-equilibrium transport current in a normal superconductor-topological su-
perconductor nano junction and we have studied its thermoelectric perfomance.

We found that the conduction properties of the systems are highly mediated by virtual
processes, known as Andreev reflections (AR), which is evidenced by studying the occu-
pation number in figure . These processes are responsible for the proximity effect in
nano-junctions involving superconductors interfaces. Particularly, we found a non-linear
electrical current, which oscillates strongly due the presence of AR and because of the time-
dependent Floquet driving perturbation as a result of a an finite applied bias voltages. The
electrical current shows several peaks, whose positions do not change with different applied
magnetic field, giving signatures of Majorana bound states.

Our thermoelectric results show that this system has a weak thermoelectric perfor-
mance, represented by a figure of merit which maximum value of 0.02 kg/A is reported
at a magnetic field H = 0.3A and at bias voltage 0.7¢V /A. It is important to emphasize
that this system breaks the Wiedemann-Franz law, reporting values of the Lorenz num-
ber different for typical bulk materials, and that its values varying with different applied
magnetic field. Magnetic fields higher than 0.3A were not studied in this work, but we

think they might improve the thermoelectric performance of these kind of systems. In spite
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of the small values of the figure of merit, the low temperature dependence of the system
might be harnessed as a dissipationless device.

Even though the figure of merit is small compared with other materials such as semi-
conductors, it is important to note that this system can be improved in different ways, some
alternatives include adding alloys to the superconductor or considering others interactions

in the dot in order to increase the many-body quantum correlations.

6.2 Further work

The first step in order to go deeper in the study of this system is including a Coulomb
interaction between electrons in the quantum Dot. The most direct way to do that is
incorporating an Anderson interaction term to the Hamiltonian and proceed with the mean
field approximation. The theoretical calculations are presented in Appendix (F|), where it
is shown that the dot’s Hamiltonian depends explicitly on the expectation value of the
number operator for each spin value. This is a self-consistent problem, whose solution
requires a more complicated computational solver. Variations of this proposal include the
study of the Kondo regime, considering a localized magnetic moment in the dot, or adding
phonon contributions in the dot via Anderson-Holstein model.

Other interesting focus of research is incorporating more topological superconductor
terminals, increasing the channels of current transmissions and analyze more carefully the
role played by resonant Andreev reflections, in which retroreflected holes can go from one

to another topological terminal.
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Appendix A

Superconductor Green’s function

in the quasiclassical approximation

Superconductivity was discovered in 1911 by H. Kamerlingh Onnes, but his microscopic
understanding was elucidated by Bardeen, Cooper and Schrieffer in 1957 [85]. The micro-
scopic mechanism which leads to a superconducting state is known as BCS theory and it
is easily understood if one assumes an attractive interaction between electrons in a super-
conductor. In this appendix, we will derive the BCS Green’s function for a superconductor

in the quasi-classical approximation.

BCS theory and Gor’kov equations for a s-wave superconduc-

tor.

The BCS theory considers an effective attractive interaction between electrons. This
attraction is a consequence of the crucial role played by the lattice of ion cores, i.e. nuclei
with tightly bound inner electrons. The electrons need this interaction to form Cooper
pairs which then condense into superconducting states. Considering a spin-independent
interaction, the superconducting states will be spin-singlet (or zero-spin) states, which
are characteristic in real superconductors. The anti-symmetric property of the fermionic

wave function requires a spin-singlet state to have an even parity under transposition of

82



APPENDIX A. SUPERCONDUCTOR GREEN’S FUNCTION IN THE
QUASICLASSICAL APPROXIMATION

particle coordinates or with respect to inversion of relative momentum of the particles.
This means that the superconducting states should be of either s-wave or d-wave (or of
other higher-order even) symmetry in the relative momentum of particles.

The attractive interaction between electrons is mediated by the exchange of phonons
and it is attractive in the low frequency regime, particularly for frequencies below a thresh-
old value, the characteristic Debye frequency 2p, and vanishes for energy transfer larger
than some cut-off value Qpcg. If the interaction is relatively weak, the characteristic ener-
gies of particles participating in the superconducting phenomena, are much smaller than

both the Fermi energy and the cut-off frequency 2pcs. The BCS Hamiltonian is
Hpes = f o [T I, 7 (A1)
agm T g BTevarh |

with g < 0 for an attractive interaction.
In order to incorporate the effect of the temperature of the system, we will work with

the imaginary-time or Matsubara Green function defined for imaginary time
t=—ir (A.2)

within the interval

1 1

with 7" the temperature of the system in thermal equilibrium. The Heisenberg particle

operator in this notation are

Yalr,7) = A 1NITY (r)e=(H-1l)r (A.4)
Wi, r) = MG (e (Hoph)T (A.5)

and the Matsubara Green’s function is defined as

Gop(ri, 1312, 72) = <TT (wa(r1,7'1)1/1£(r2,72)>> (A.6)
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where 7T, means ordering in 7. For fermionic particles

Tr (1#11/1;) =

—wgwl T < T2

{ P T > Ty

According to these definitions, the time-derivatives of the Heisenberg operator are given

by

2
Sone) = (5o =) ala) — g} @) n(e) (A7
2
F@ = = (5 - n) wl@) + gl @ o), (A9

where x = (7,r) and we have considered the commutation relations between the Heisenberg
operator and the Hamiltonian (A.1) and the particle-number operator. For the Green
function its time-derivatives looks like

9
on

Gaslonas) = 5 6s0(n — )] + (1 gl ) )

= 5a6(5(r1 — 1'2)6(7_1 - 7_2)
2
+ <TT [(Zm + u) Va@1) ) (o)
— gt (1) 1 () (2)]

2

\%
= 5a55(r1 — rg)d(Tl — 72) + <27n + /J) Gag(xl,xg)

9 (T; (¥} (@) (@) (@)(r2) ). (A.9)

where the delta term comes from the fact that the Green function at r =7 — 9 =0 1is

[G(r) = G(=1)], g+ = (Balrn ) (r2) + Vh(r)ga(r) ) = dapd(rs —12).  (A.10)
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In order to simplify the last term in Eq.(A.9) we employ the Wick’s theorem and we get

<TT (wl;(ﬂcl)lbw(f’fl)?/’a(wlwg(x?))> = - <TT (¢7($1)¢Ty($1))> <TT (¢a($1)¢}3($2)>>
n <T’T (wa(xl)wjy(xl))> <TT <1/17(371)1/1};(m2)>>
—(Tr (Walw) s (@0)) ) (B (vl ()l e2) ).

The last expression corresponds to a generalized form of the Wick’s theorem, because we
are including the one essentially feature of superconductors, i.e., the possibility that two
electrons of opposite spin can form a self-bound Cooper pair. As a consequence, the equa-
tion of motion for the Heisenberg operators ', are coupled and therefore the theory
no longer conserves the number of particles. In this sense, the first and second line in
Eq. represents interaction such that do not result in a superconducting behavior
and we can neglect them. Indeed this consideration is not always true (particularly for a
strongly correlated electron system) but for a s-wave superconductor this approximation
leads to very realistic results. The first two term of Eq. represent a Hartree-Fock
contribution and we can neglect entirely, thereby treating the normal state as a free elec-
tron gas. This approximation considers that these terms are the same in both normal
and superconducting phases and do not affect the comparison between the two states.

According to this, we can rewrite the equation for the Green function as

0 V2
0apd(x1 —12) = < - 21— ) Gap(r1,72)

~g(Ttvalar ) (@0) Yy (Tl (@)@ ). (A1)

At this point we define the Gor’kov functions as

Fly(z1,22) = <TAT¢L($1)¢E($2)>
Faﬁ(mlax2) = <TT¢04(‘T1)¢B($2)>
(A.12)
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and

Aap = |g|Fap(z, z). (A.13)

Using these definition the equation for the Green function becomes

504,85($1 — .7,‘2) = ( - — > Gag(l‘l,l‘g) + AOWF,;[ﬁ(xl,.%Q). (A.14)

Because of the fermionic statistic, the function Fyg(x1,22) is odd under transposition of
the particle coordinates and spin indices. In the case of a s-wave, the paring interaction as
an even parity in the orbital space, therefore the Cooper paring can only occur between
electrons with opposite spin projection into a singlet state and the pair wave function is

anti-symmetric in spin indices:

Aqp(r) = —Aga(). (A.15)
In a matrix notation
Aog =i Ax) Al =—iod?A*(2), (A.16)
where oy 7 is the second Pauli matrix. As a result we obtain
(8 - ﬁ - > G(x1,x2) + A1) Fl (1, 29) = 0(x1 — ) (A.17)
o1 2m

Noting that the Green function is proportional to the unity matrix because the interaction

does not depend on spin indices
Gap(r1,72) = 605G (71, 2).

Considering the second equation in Eq.(A.8) we have an equation for the function F(z1, 29)

0 V32

Because of the fact that A(z;) depend on the function F' we have to incorporate to more
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equations. Proceeding in an analogous way we can find

0 Vv? _
- (571 * ﬁ + “) G(21,22) + A% (z1) F(21,22) = (21 — 22)
o Vi _
o tom TH F(z1,22) + A(z1)G, (21,22) = 0 (A.19)

where Gop(21,22) = — <T7.1/)L(xl)¢5(a:2)> = 603G (21, 22). The four equation (A.17HA.19

are known as the Gor’kov equations[86] and A corresponds to the order parameter. Note
that G(z1,x2) describes a moving particles from z1 to xo while G(z1,z2) represents a
particle moving from xs to 1 or, equivalently, a hole. The fact that G(z1,22) = G(2,21)
is a manifestation of the particle-hole symmetry in the BCS model.

It is convenient to introduce a matrix notation for the four coupled equations as

G_l(xl)é(ml,xg) = 1(5(331 — xg) (A.QO)

where

Cloy o) = | CO0T) Flonee) (A.21)
’ —FT(xl,xg) G(ml,xz)

and the matrix operator

. o .
Gl = oo N (A.22)
withl]
H = i 2 (A.24)
N * V2 '
A - -

It is convenient to work in the momentum representation of the Green’s function

G(ri,r2) = J h s G(p,p — k)e'Prp7ior (A.25)
’ (2m)3 (2m)3 ' '
'If we add a magnetic field, the Hamiltonian operator reads
. ,L(V,EA)Q,“ _A
H — 2m c | A23
(= 2 (V+ £A) )

and G~! remains unchanged.
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Particularly, for a homogeneous state we have

G (rrrs) = [ 2 ntr-r () A.26)

After a Fourier transformation for the other Green’s functions we obtain

(—iwn + &) G+ AFT

I
—_

(A.27)
(—iwn — &) FT+A*G = 0 (A.28)

where &, = % —u = E(p)—Ep, while E,(p) is the electronic spectrum in the normal state
and Ef is the Fermi energy. Solving Gor’kov equations in the momentum representation

we have

G=—>_ " Pl A.29
SraZ AP 1wl AP (4.29)

_ fp — wy, A

G= —"F——""— F=——————— . A.30
2+ AP 21w+ AP (4.30)

We can define a retarded(advanced) real-time Green function which corresponds to an
analytical function of € = iw, in the upper(lower) half-plane of complex e. In our case,

these function take the form

GR(A) _ fp+e o ptRa) A* (A.31)
€2 — (e £i0)* + |AP2 €2 — (e +i6)* + |A|2

P
GR(A) _ €p — € 7 FRA) _ A . (A.32)
€2 — (e £i0)* + |A2 €2 — (e +1i6)* + |AJ2

We can also write

R(A) _ _ Sp te A
¢ (c—ep £ i) (e +epLid)’ (4.33)

where ep = /&2 + |A[2. This says that the energy spectrum of a clean superconductor in
absence of currents and magnetic field has a gap, such that all excitations have energies
above |A| as we expected. The Green function have poles at € = +ep, which means that

excitations in a superconductor have energies +ep.
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Quasi-classical approximation

The Green’s functions in Eq. and Eq. oscillates as a function of relative
coordinate |[r; — ro| on a scale of the Fermi wave-length Ap, which os much shorter than
the characteristic length scale of variations of the order parameter. This implies that
the Fermi momentum pp is much larger that the order parameter variation h/&y, with
& = hvp /27T the zero-temperature coherence length. Moreover, in this kind of problems,
it is important to study the phase of two-electron wave function which depend on the center
of mass coordinate. For this reason it is possible to integrate out the dependence of the
relative coordinate. The possibility to separate and then exclude fast oscillating parts in the
quasi-particle wave functions, known as the quasi-classical approximation, is provided by
the relations between the magnitudes of superconducting and normal sates characteristic
parameter of the superconducting material pr&y » 1. The accuracy of this approximation

depends on how well the inequality
—~ — 1 (A.34)

is satisfied.

The Green’s function in the momentum representation is a function of £, and because
the condition (A.34) it varies strongly near the Fermi surface when £, changes by an
amount 0§, ~ A. Since d{, « Ep, the magnitude of the quasi-particle momentum p
remains close to the Fermi momentum, therefore we can considered that the momentum
dependence of the Green’s function can be taken as a dependence of the momentum at the

Fermi surface. As a consequence we can parameterize the momentum-space integral as

@p  dy dSi
(2m)3  wp (2m)3

(A.35)

with dép/dvr the momentum increment in the direction perpendicular to the Fermi surface

and dSp = p%de is the Fermi-surface area element. Integrating over the energy near the
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Fermi surface we define the first group of quasiclassical Green’s function[87, 38 [88] as

fwn(f)yk) = JFwn P+, P- fﬁFwn P+, P )
1.0,k = f gp P+, P- =§§’Fwn(p+7p—), (A.36)

which only exist in the superconducting state. The quasi-particles states corresponds to
the poles of the Green’s function and the contour integration shows that we are taking
contributions from poles close to the Fermi surface, while the particle momentum lies at
the Fermi surface. Therefore the only variable is the momentum direction, denoted by p.

The second group of Green’s function incorporates the normal states and take the form

§ 26, (prpo) (A.37)

Ywn

d
for = PG (e (A.39)

The quasi-classical Green’s function are defined in a symmetric way with respect to the
incoming p; = p + k/2 and outgoing p_ = p — k/2 momenta.

The coordinate dependence of the Green’s function after the {,-integration contains

ei(p+%)r17i(pf%)r2 _ eip(r17r2)+ik(r1+r2)/2‘ (A39)

As we mentioned above, the fast oscillations of the Green function associated with the
relative coordinate |rq —ry| are excluded and remains only contributions of slow dependence
on the center-of-mass coordinate (r; + r2)/2 = r. The quasi-classical matrix Green’s

function will be denote as

Gon  Jun

Jen (D, k) = (A.40)

_fj)n gwn

Let’s calculate these functions for a homogeneous superconductor, using the contour
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indicated in figure a):

f _ J dép A
' i (& +iv/wd +1AP) (& — iv/w? + 1AP)
A
= —— A4l
in/ w2 — A2 ( )
and similarly
[ A7 (A.42)
o= e —ar '
For the second group of quasi-classical Green’s function we have
; _ § dép §p +iwy
" i (& +ivw? +1AF) (& — iv/w? + [AP)
1 fﬁ\ dép 1 . 1
2 im [ —ivwi + AP & +ivwn + AP
+§ dép TWn,
i (& + i/l +1AP) (& —inv/w? + AP)
_ Wn 7 (A.43)
Vwi + A2

where we have considered that the terms inside the parenthesis cancel each other. Analo-

gously for the fourth function

_ Wn,
= A.44
From these four results we can easily note that
Gon + o, = 0 (A.45)
92 — fou £l = 1, (A.46)
and they can be combined in the matrix equation
2 g(% - fwnfj’n (gwn + gwn)fwn b
Jioy, = " =1. (A.47)

_fjjn (gwn + gwn) go%n - fwnan
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& Im €
€p = is(wn)
£ = —ic(un) R & : FRG
a) b)

Figure A.1: a) Contour integration over df,. We have denoted ¢(w,) = /w2 + |A|2, b) The
plane of complex ¢ indicating the connecting points.

If we want to find the retarded and advanced function for each component of the matrix
Green’s function we have to make a analytical continuation iw, — € and be careful with

the range of possible values of €. After the analytical continuation

R € A €
ge = ’ ge = — (A'48)
V(e +i0) A2 V(e —i0) — A2
fR= ——= L fre—=2 (A.49)

Vie—io? —|ap

where the ¢ is a infinitesimal number introduced in order perform the analytical continu-

ation correctly. The function /€2 — |A|? is defined on the plane of the complex variable e

V(e +i0) — |AP2

with —|A| and |A| as cut connecting points. For |¢| > |A| we have

R € A
_ - _ A.50
9e Zap (A.50)
A
fR = —— —fg“. (A.51)

© o JeE—[aR

In order to get the retarded functions in the region |e| < |A] we have to continue 4/€2 — |A|2
to the upper edge of the cut, i.e. it becomes i/|A]?2 — €2 while for the advanced compo-
nents the square root has to be continue to the lower edge, becoming —i/|A]?2 — €2, as is
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presented in figure [A.1]b). Therefore, for || < |A| we have

—1€

R A
= — A52
9e aE e % (A.52)
R —iA A
= ——— = fA A53
fe N fe (A.53)

The other components can be found using Eqgs.(A.46)). The matrix Green’s function for

le| < |Al is then

—i e A —q
i —— = [er. +iA7,] = g/ (A.54)

VIAP -\ A —e A2 —€

while for the region |e| > |A|

1 e A 1
gt = ——— = ——— [er, + iAT,] = —g. (A.55)

VeE—IARP\—A —¢] VeE-IAP

93



Appendix B

Superconductor Green’s function

rotation

In order to write the BCS Hamiltonian as a quadratic standard form, it is useful to

introduce the Nambu pseudo-spinor field

wo (Y1) (B.1)

vl
In a 4-term notation, the field takes the form

(e

t
v | (B.2)

Yy

¥l
Using the 4-component pseudo-spinor field, the superconductor Green’s function is [89] [45]
GBEA = ABAD (B, @ 59 +iBEA (E)7, ® 0, (B.3)

where the function A4 and BU4) were determined in the appendix
The notation (B.2) is not the same as we have used in Eq. (4.2). In order to work with
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the definition of G in our notation, we have to perform a linear transformation, such that
=S8t é=S8"y, (B.4)

where the transformation is given by the matrix

—_
)
@)
am)

N 0 0 1 0 N .

S = — 5t = g7, (B.5)
0 1 0 0
0 0 0 -1

0 GA(E)

the corresponding rotation is

. . S 0
S— S = . (B.7)
S
8x8
and the resulting Green’s function is
() S o)[(GME) CGFE)\[(S o
g = N N
- 0o S 0 GAE))\o S
SGH(E)S  SGM(E)S g"(E)  g"(B) (B3)
0 SGA(E)S 0 g (E) '
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where

AY(E)  BY(E)
| BB (B e

g°(E) = — AY(E)7®3.+iB*(E)7.®3, (B.9)
k A%(E) Ba(E))

Be(E) —A°(E)

with a = R, A, K.
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Fourier Transform of the Keldysh

Green’s Functions

Any field operator representing charged particles 1(x,t) transforms according to
P(x,t) — P(x,t) = Xy (x, 1), (C.1)

under the gauge transformation

Pl t) — Pl D)+ ax(x0) (©2)
A(x,t) — A(x,t) — Vxx(x,1). (C.3)

As we know, Quantum Mechanics is gauge invariant, therefore both probability and current
density of particles will be invariant under this transformation. If we have a 2 x 2 matrix,

say, G=(¢,t'), it transforms according to

<

G

ie(x(D)=x(1") (ol (17 1 ie(x (1) +x (1)< (1)1 (1)
I W)y e e
1 1))

_e—iE(X(1)+x(1’))<¢%‘( /)¢I(1)> _6—ie(x(1)—x(1’))<¢l(1/)¢I(
; (C.5)

eiex(l)‘f'z Q< e—iex(l’)f'z
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APPENDIX C. FOURIER TRANSFORM OF THE KELDYSH GREEN’S

FUNCTIONS
where we have called 1 = (x,t) and we have used the fact that
. e 0
€' = cos(a)l + isin(a)7, = . (C.6)
0 e—ia

In our case, the Green function is in Keldysh-Nambu-Spin spaces, but each component of

the Superconductor Green’s function is in the Nambu-spin 4 x 4 space
g“ =A"T®5, +iB7T, ® 3, (C.7)

where the index a denotes R, A, K. The off-diagonal Green’s function on a s-wave super-

conductor depends on the phase of the order parameter exp (+i¢(t)) where

t

o(t) = ¢o + 2e J dtv (t) (C.8)

0

and V(t) is the electric potential of the electrode. Therefore, at nonzero voltages V we
have a Floquet periodic time-dependent problem with a basic frequency wy = %(tt) = 2eV.
In this sence, at constant applied voltage V', the tunneling between two superconductors
is described by a GF’s which depends on time via a phase of the order parameter[90]. The
non-equilibrium Green’s function of the superconductor g% acquires a form

Gt —t') = exp [igﬁ(g%z] g*(t —t')exp [—ZQZ)(Z)TZ] ; (C.9)

where

7= (C.10)
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In a matrix form
ga(t . t/) e%evﬁt 0 szg(t _ t/) 0 6_%8‘/7231&/ .
< 0 67%6V‘7'3t 0 Q2><2(t _ t/) 0 e%eV%gt’
enVIID(t — t/)gy e eV 5! 0
_( )2><2 o - (C‘ll)
0 engVTstQ(t . t,)gxgeﬁev‘r‘ﬂ’t
E(t , O C.12
0 Qt 1) (C.12)

with T, Q are 2-dimensional matrices in Nambu space given by Eq. 1) For T we have

[0\ [ Ave—r) Bre—w) ) [eheve o
Le—%)= f ) cas)
0 iV =Bt —t) —A(t—t) 0 efevt
The Fourier transform for each elements is
L,(BE) = (BlA*(t—1)|E)
= f dtf dtlei%Et+%E/tle%thAa(t _ t/)eféth’
R R
= J dtf dt' A% (t — t/)e%ev(t—t’)e—%E(t—t’)e—%(E_E/)t/
R R
- j dt’e—é(E—E')t’f d(t — t/)e—%’(E—eV)(t—t’)Aa(t 4t
R R
= §(E,E"AY(E —e¢V) (C.14)
Lo(BE) = (B|B(t—t)E)
= f dtJ dt/(Ei%EtJrlF‘LE/t/e%thBa(t _ t/)e%;th’
R R
= J d(t — t’)e*%(E*GV)(t*t’)Ba(t —t) f At/ e~ 1+ (E—E'=2eV)¢
R R
= §(E,E' +2eV)B*(E —¢eV) (C.15)
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Ly (BE') = —(B|B*(t—1)|E)

J dtf dt'e~ hEt-&- E’t'e hthBa( t/)e_%th,

_ f d(t _ t/) (E+eV)(t t/)Ba( t/) J dt/e—%(E—E’-‘rQEV)t,
R R

= —0(E,E' —2eV)B*(E +eV) (C.16)

Lo(B,E') = —(BlA*(t—1t)|E)
J dtf dt'e— Et+%E’t/e—%thAa(t B t/)@%evt’

= _J d( —t)e (E+e\/)(t t)Aa( t/)f dt/efé(E,E/)t/
R R

= —0(E,EAYE +eV). (C.17)

Therefore, the matrix L(E, E') is giving by

. , (E,E"A*(E —eV) §(E,E 4+ 2eV)BY(E — eV)
I'(E,E") = . (C.18)
—d(E,E' —2eV)B*(E + €V) —0(E,E")A(E + eV)
Proceeding in the same way for the matrix Q(t — ') we obtain
- S(E,E"AY(E + eV —0(E,E" —2eV)B*(E + eV
OB, ) - (B, E)A%( ) ( )BY( "\ (C.19)
S(E,E' +2eV)BY(E —eV)  —8(E,E')A(E — eV)
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The 4 x 4 matrix becomes after the Fourier transform
_Aa(E —eV)
—AY(E + eV
ga(E7El) = 5(E7El) ( )
AY(E +€eV)
i —AY(E —eV)
[0 BY(E —eV) 0 0]
0 0 0 0
+ O(E,E' +2eV)
0 0 0 0
_0 B*(E —¢€V) O_
| 0 0 0 0 |
—BYE+eV) 0 0 0
+ O(E,E' —2eV)
0 0 0 —B¥*E+e¢eV)
| 0 0 0 0 |

Due to off-diagonal terms in g"‘ the phase exponent does not commute with g"‘. There-
fore, the Fourier transform ¢, which depends on two energies, includes energies shifted by
a period of 2eV. The lead Green’s function g* may be any function (R,A or K). Then, the

Green function can be written as
g=9g(E,E)+g(E,E—2eV)+g(E,E + 2eV), (C.20)

It is important to note that we have dropped the constant phase et*®0 which is justified
for not very small voltages. Note that all of these Green Functions are 4 x 4 matrices. To
recover the 8 x 8 superconductor Green function we have to consider the complete Green’s

function in the Keldysh space as we showed in Eq. (4.41]).
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The Structure of the Keldysh

component

subsectionThe structure of the Keldysh component Note that from the matrix Dyson

Equation

= D.1)
-1\R R —1\A4 A
R R ; v
(GR)—I (GA)—I
Therefore, the Keldysh component is
GF =GR |- (67" + 3|, (D.2)
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while the explicit form for (Gg 1)K is:

-1

@) = Gt Gt o1 Gy —Gf
0 G GoGo \ o GE
= (6" = (G (=G (G7Y)*
- —@CH T G)T (e (D.3)

It is important to remember that (Go 1) contains information about the initial condition.
1K . . .. . . N
In general, (GO 1) is proportional to in in frequency space, and vanishes in the limit

n — 0, since the non-interacting system is dissipationless. Thus we have

GH =0 = G¥=chskgn (D.4)
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Real part of the Current

Starting with our previous result of the electric current

Gy = s [ ABGa(B)AT {Gal) Mg () aooG(E) — GltE) Mg E)VloeoGo(E) A,

it is possible to demonstrate that it corresponds to a real quantity. Indeed for the first

contribution we have

QdMOZOQMxOOQd

0 TooG?

QdMOzog ~ ~
TooGE  TooGE

G Moo

gTooGE  g" TGl + g"Too Gy

g T GY g TooGE

ToogTooGY  Teog®TooGE + Thog™Tho Gy
T.094TooGE T.09*TooGY

Q?TzogKQC}; + fozogAfo

QdATzOQAQ(Ii%
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where we have called 7! L0 = 7, ® &g and the 4 x 4 identity matrix Tgo =79 ® 59 =1 has

been omitted in the last step because it is irrelevant. For the second contribution we have

QggRTZOQé% QCIIDLQATZ[)Gg + QggKTzoc_;ﬁ + Qc[l{QRTZO(_;é{

Gy Mz00gMo0Gy = A p R PR e
G g"T.0Gh Gig" TGy + Ghg"T0Gy
(E.3)
Noting that
o (11 -1 100 0 0 Vi
= = ) (E.4)
00 0 011 -1 1 o vt
and
GE  GK
Gu=| " M (E.5)
0 GY
2x2

we can express the explicit form of the current in term of the dot and Majorana Green’s
functions. As we are only interested in the trace of the final matrix, we will consider only
the diagonal terms. After multiplying by the matrices AT and A for the left and right sides

respectively, multiplying by G and taking the trace, the current is

Gy = [ dB{GHTT(GHTg Gl + G Tg Gl - G " T0GE) 7
b GV (GiTg Gl — Glg M TaGE) T
v GV (GiTag G - Gig TGl - Glg"TGE) V. (E6)

We can rewrite the last expression and defining three sub-currents:

ho= GYVIGET.g"GHV — Gy VTG " TGV

~ . ~ ~ . -1t
= GRVIGHTg GV — |GRVIGHTo(—g )GV |

— R(GL VG Ty Gl o
where we have considered that (GF)* = G4 and (G¥)* = —GK. Is important to note

that the operation (-)T acts over the Nambu space, so the Majorana Green’s functions is
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not affected when we transpose the matrices and we only conjugate them (that is because
the components of the Majorana Green’s functions are scalars in this case). The second

current is

Jo = GYVIGITg GV — G VG g " TGV

R{GN VTG (Toog” — g"T0)GEV}

Rt PR{GH VI G Tog" TGV G VG (Thog™ — g7 T0)GHVY (E8)
and the third sub-current is

j3 = GRVIGE (Tuogt — g"T0)GHV + G VTGS (Thog? — g7 T0)GEV

= R{GHV'CY (Toog” — ¢"T0) G V)

2R|tL |2{G]\R/[‘~/TQ§Tz02KT30Q§ (TzogA - QRTZ())QC?‘N/} (Eg)

In the second and third sub-current we have used the definitions for the Majorana and

Dot’s Green’s function

Gy = GHESNGi
= [trlPGEVIGEVGY, (E.10)
and
Gy = Gliskia)

= [tPGf la—gXa] Gy

a—0

5 [P @ i Thog" TGy, (E.11)

which are consequences of the final expression of the Appendix @

Inserting j1, jo, j3 into (4.73) we have the real quantity

A 1 ~ ~ ~
Gy =yt [ dE Gt o+ ) (E12)
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where tr stands for the trace over Floquet states and tg, ¢, real constants.
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Appendix F

Coulomb interaction

The Coulomb interaction for the dot’s electrons has the form
Hy = Uy

where the number operator of spin ¢ is iy, = dl.d, with o = {1,1}. We know that

but
iy = didid]d, = d{(6y) — d]dy)d,
= —dld|dd, = —d|dld,d;
= iny.
Therefore

(g +0y)* = AF + A] + 2047

However, the d® operators are actually fermion operators, so they satisfy

(d'd)> =d'd and (d")%=(d)?=0.
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Using these relations we have finally

A A

ngny = [(ﬁTﬁ-ﬁl)z—(ﬁT—l—ﬁi)]. (F.6)

N | =

The next step is to obtain (74 + 7)) using the 4-component spinors (4.2)). It is easy to
verify that
. . Lo o\
(p +ny) = §dT (7. ® 80) d. (F.7)

So, the Coulomb interaction in terms od the spinors has the form

~ U
H[:§

2
(;JT (%, ® 30) c2> - %cﬁ (. ® 3) J] (F.8)

Mean Field Approximation

In the mean field approximation we replace the product between two operator 121, B

according to

AB =~ (ASB + ABY — (AXB). (F.9)

According to this, the Coulomb interaction will be

UﬁTﬁl =~ U<ﬁ¢>’fll + UﬁT<ﬁl> — U<sz><m> (FlO)

Noting that
d' (7, ®580)d = 2np + 20y (F.11)
d' (fo®5.)d = 2y — 20y, (F.12)

so, we can write the number operators in a convenient form

iy = Z[dT(Tzcaso)cHdT(m@sz)al] (F.13)
= Z[dT(Tz@)so)d—dT(m@sz)d]. (F.14)
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Then, in the Mean Field Approximation, the Coulomb interaction reads

HMF Z (! (- @ d0) d + dl (o @ 5.) d Gy (F.15)
+ % [CZT (7. ®d0)d — d' (7o ® 5.) ci] (in) — Ul XAy, (F.16)

Including the mean field term into the dot’s Hamiltonian, we have

H = | (e SEan+ @) s+ (1 - Ky - @) nws. | d- v

(F.17)
e+ H+Uny) 0 0 0
1. 0 e— H+ Ul 0 )
_ L aw d— Uiy
2 0 0 —e + H — Ulhy) 0
0 0 0 —e— H—Ulh))

(F.18)
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