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ABSTRACT

Phonological awareness, a form of sensitivity to the sotngttire of the language,
is a key skill in the development of reading. It has to be exyi taught and, ideally, the
needs of each child have to be addressed individually. lassobom environment this level
of individualized attention is often impractical. Therefpan informatized tutoring solu-
tion that adapts automatically to each child would be berafidraditionally, intelligent
tutoring systems (ITS) have been used to teach in domainsevdtedent and/or teacher
meta-cognition can be modeled. This document reports thel@gment and testing of an
adaptive intelligent tutor that can be used in domains likerlogical awareness where
a meta-cognitive model does not exist. The design is a datpmication to education of
current technology for decision taking under uncertairRgsults show that the adaptive
tutor is effective in teaching phonological awareness tal&rgarten children. This is not

observed with a non-adaptive tutor which is otherwise simil

Keywords: phonological awareness, ITS, intelligent tutoring systemcertainty,
MDP, POMDP, education.



RESUMEN

La conciencia fonolbgica, que es cierta forma de senddila la estructura sonora del
lenguage, es una habilidad fundamental en el desarrolla Betura. Debe ser ensefada
explicitamente y, de ser posible, de manera individudéiz&n una sala de clase, es dificil
entregar a cada nifio atencion personalizada, por lo egaltaria beneficioso el contar con
un sistema de enseflanza informatizado que se adapteaigaménte a cada nifio. Tradi-
cionalmente, los sistemas tutores inteligentes (ITS, psisgylas en inglés), han sido uti-
lizados para ensefiar en dominios donde existe un modebordethcognicion del alumno
y/o del profesor. El presente documento es el reporte dalde y evaluacion de un tutor
inteligente adaptativo que puede ser utilizado en domitwoso la conciencia fonologica,
donde no existe un modelo metacognitivo. El disefio utilizas una aplicacion natural a
la educacion de la tecnologia actual para la toma de deeisibajo incerteza. Los resulta-
dos muestran que el tutor adaptativo es efectivo en la angaftle conciencia fonologica
a nifos de kindergarten. Este resultado no se observa artarmb adaptivo que en sus

demas aspectos es similar al anterior.

Palabras Claves:conciencia fonolbgica, ITS, sistema tutor inteligentecerteza,
MDP, POMDP, educacion.



1. INTRODUCTION

Reading is considered to be a complex skill, since it invelddferent cognitive pro-
cesses. A reader needs perceptual skills in order to acopficnenation from a visual a
representation of language. Also, at some level, a seitgitty syntactical structure (i.e.
grammar) is needed and, more obscurely, processes alltenmgader to understand what
he or she is reading must take place. This ability to compréhwhile not specific to

written language, is necessary for successful reading.

A first step towards building tools for helping and improviting reading acquisition
process in children would seem to be modeling this procegswaderstand how to modify
it for better. Currently, it has not been possible build a patational model that accounts
for the complexity of human language, especially comprsioen(Kronmuller & Cornejo,
2008). This makes it difficult to explain the specific aspdditeracy and its acquisition
in enough detail for building accurate simulations. Nevelgss, some well defined skills
under the name gdhonological processinigave been demonstrated to be related to reading
(Passenger, Stuart, & Terrell, 2002; Wagner, Torgesen, éhBite, 1994).

The idea has been around for some time that there is a coonéetiween sensitivity to
sound components of spoken language and the developmezadihg skills, for example
in the work of Liberman (Liberman, 1973). Along with shortdaiong term phonological
memory, phonological awareness is a phonological proecgssill which has been related
to reading acquisition by several research efforts (Simsn&ingleton, & Horne, 2008;

Jiménez & Venegas, 2004).

Gombert (Gombert, 1992), has defined phonological awasef®y as the ability to
identify the phonological components of linguistic uniésnd operating on them at will.
Being able to spell words, split them in syllables, tell wiesttwo word do rhyme or re-
placing the sound of one letter for other when speaking aaenples of this ability. Since
such forms of segmentation do not arise naturally in spakeguage, phonological aware-

ness has to be explicitly taught to children. For instangeeng¢hough the word ‘cat’ can



be split into the three different consecutive sounds ‘c’, and ‘t’, the acoustic stimu-
lus of that spoken word does not provide enough informationrtiquely determine such

segmentation (Ball & Blachman, 1991).

It is a common opinion that PA is a prerequisite for learnimgead (Juel, 1988; Tun-
mer, Herriman, & Nesdale, 1988). Unfortunately, it takedwlg deal of effort for children
to learn it (Liberman, 1983; Liberman, Shankweiler, Fisci®eCarter, 1974). The rela-
tionship between PA and literacy is a non trivial fact. Notyochildren gain better PA
skills as a result of learning to read (Liberman, 1983; Liban et al., 1974; Bradley &
Bryant, 1983), but also non readers will learn to read easier better if they learn PA
skills (Bradley & Bryant, 1991). Based on this discoveryesal activities have been de-
signed for helping children to learn reading, requiring etafled knowledge on how the

learning process takes place.

As it can be inferred from longitudinal studies on this tofBcadley & Bryant, 1983;
Roth, Speece, & Cooper, 2002; Storch & Whitehurst, 2002;Wagt al., 1994), different
children have different skill levels with respect phonotal awareness. Therefore, any
informatized alternative to human teaching of PA, must kegpéide in nature so to address
the specific needs of each child. Failing to provide eactdahith activities of appropriate
difficulty levels can lead to boredom or frustration, poBsiEenerating a negative attitude

towards literacy, and anyways not helping much with its &itjan.

In particular, the present work explores a way of using adagbftware for providing
children with PA training in an informatized way. Althoughtanomous, it is not intended
to replace teachers for this task, which would be an enoripmoisre ambitious goal. The
goal is to propose a tool that can bridge the gap that gerseb&tisveen a single teacher
and a class consisting of children with different needs. Vsgnt an adaptive software
tool that can be used as didactic material, dealing withdegil diversity and, hopefully,

helping them develop a more even level of PA competencies.

A phonological awareness tutor was implemented in the fofra multiple choice

test that teaches by asking questions. There is a finite spiadtions and the tutor must



“decide” at each time which will be the most beneficial at aegivime. Questions of an
adequate difficulty, challenging but not impossible to amswrill motivate the acquisition
of new knowledge. In order to give the tutor this adaptiveatality, a Markovian decision
taking model was built so to make efficient use of availablermation. The result was a

video-game that was tested on children beginning primangatibn.

In the following sections previous work will be reviewed andre details will be given
on Markovian decision taking. Then, the design of a PA tutdtvgare will be presented
including a Markovian decision taking model. Finally, adstuhat assessed this tutor with

children will be discussed.



2. PREVIOUS WORK

The category of software that can be used for learning isghiythest represented by
what has been called Intelligent Tutoring Systems (ITSpliaptions of artificial intelli-
gence to education (Nwana, 1990). It is a diverse class tfacé, but traditionally an ITS
is designed around four aspects: a domain model, a studetglpaoteaching model, and a
user interface (Freedman, 2000). As a consequence of éxpbdelling, facts about each

of this four aspects are often expressed by means of a foamalibge.

The development of ITS technology begun with computer aidsttuction (CAl) ef-
forts in the 1960's, in the form ajenerativetutors that automatically generated problems
for students to solve, and tabulated responses for congppérformance measures (Uhr,
1969). In the 1970’s the student appeared as a relevant faactibe process. Responses
were not only being tabulated, but also considered for theqartation of new material. At-
tention shifted to the more ambitious goal of modeling hutéors and students (Corbett,
Koedinger, & Anderson, 1997). This is consistent with aisris education and artificial

intelligence occurring at the same time.

In 1975 Chomsky published his 1957 doctoral thesis (Chomk&y5) containing an
influential and devastating criticism of behaviorism, aywasly dominant school propos-
ing, among other things, that behavior can be studied witlemourse to internal descrip-
tions of mind. By the same time Newel and Simon (Newell & Sint#172) established the
foundations for an information processing approach to tigeuwstanding of human cogni-
tion. It was believed that intelligence and formal symbalgassing were essentially the
same (Newell & Simon, 1976). This motivated an optimistise@ch program, not only
about looking into the mind, but also about modelling itsqasses by means of formal

languages.

In the 1980’s the ternstudent modelvas explicitly used in the ITS literature, consid-
ering three aspects: awverlaymodel that represents what the student knows as a subset
of expert knowledge; differential model containing the difference between the overlay

and expert knowledge, ando@rturbationmodel that indicates student misconceptions. It



was acknowledged, however, that the communication betwe®mman tutor and his or
her student is partially implicit, but this was not seen agamnsic limitation (Sleeman &
Brown, 1982).

At present, things have not changed much for ITS. Studentitiog and overlay mod-
els have remained a fundamental aspect of ITS design, giwripgrtance to assumptions
about how students think and learn (Murray, 1999; Koedi&g&orbett, 2006). How-
ever, current advances in mind sciences suggest that spcbaghes, rooted in classical
artificial intelligence, might not point to the right direamh. Today, it is accepted that the
information processing approach to human cognition haacaimplished its goals and is
intrinsically limited (Bruner, 1990; Kronmiuller & Cornej 2008; Ibafiez, 2008). But this

is the perspective taken when an ITS models student or teathd processes.

Apart from that, computer science has also produced adsapa#icularly in the field
of machine learning. Surprise has been expressed for tlitedimse of machine learning
methods in ITS, in comparison to other fields (Hamalai&evinni, 2006; Hamburger &
Tecuci, 1998). There has been some research on machinstparathods for classifica-
tion of educational data. In distance learning, the NaivgeBalgorithm has proven useful
for predicting student dropout (Kotsiantis, Pierrakea®iéitelas, 2003); while the combi-
nation of multiple classifiers, and feature weighting by meeaf a genetic algorithm have
been used as successful strategies for predicting stugahgfiades from logged data in
an educational web application (Minaei-Bidgoli, Kashystemeyer, & Punch, 2003). The
big size of distance learning datasets is a key aspect ferd¢isearch. Other educational
data sets are typically much smaller. A study dealing with pihoblem concluded that the
Naive Bayes approach is applicable in such cases afterut@reprocessing (Hamalainen
& Vinni, 2006).

Research on classification of educational data is impoftahTS, since before taking
a tutoring action, the situation must be classified. The tiaat the Naive Bayes classi-
fier succeeds consistently is insightful. It derives frony@&san Networks, a method that

deals well with uncertainty because it optimizes the usevailable information. At the



same time, it requires less parameters than a Bayesian Netwbich leads to general-
ity because less knowledge is needed about the domain thaing modelled, and more

importantly, reduces the chance of overfitting with smathdats.

Though important, this research is only about solving basiblems of ITS. Addi-
tional work is needed to integrate this solutions into wogksystems ready to be used at
classrooms. Unfortunately, the transition from the labmsato the classroom has been
more often than not, a difficult one (Lester et al., 2001). Achiae learning based ITS,
capable of taking intelligent decisions in the time span lgfaaining session would need to
deal with uncertainty in assessing student knowledge atmbmes of tutor actions. With
finite knowledge states and decisions being taken regulduiky problem fits into the de-
scription of a discrete state, discrete time, stochasticgss, well modeled by a partially
observable Markov decision process (POMDP) (Kaelblinggman, & Cassandra, 1998;
Cassandra, Kaelbling, & Littman, 1994).

An intelligent tutor that, at a general level, is similar keetone developed and tested
as part of the present work was described by Cassandra inad98&ossible application
of POMDP models to education (Cassandra, 1998). Nevesgheie our knowledge it has
not been taken to realization before. Current efforts inlommg machine learning and in-
telligent tutors seem to be more focused on problems natttimeslated to decision taking
under uncertainty, for example user interface. An inneegpiroposal in this direction is
the LISTEN project (Mostow, 2008; Zhang et al., 2008; Ai€i02; Mostow, Hauptmann,
Chase, & Roth, 1993) which applies speech recognition @olgy to the design of reading

tutors able to classify student speech and detect errors.

A guestion remains open on how to step away from outdated isteuman cogni-
tion and at the same time apply current advances in decialang under uncertainty to
the construction of intelligent tutors. How can tutoring®ms be built without recourse
to computationalist models of human mind, while taking adage of current machine

learning technology? And what would be the benefit if any?



In order to explore this question, we have built a tutor facteang phonological aware-
ness. This would be challenging from a current ITS paradginte it is difficult to model
the acquisition process for such a skill which is not of maignitive nature. As it will
be shown, if the attention is shifted to modelling the leagnidomain instead of the way a
student or teacher thinks about it, an adaptive model caebergted for a tutoring system.
Markovian decision taking provides a framework for cregtinodels with parameters that
can be deduced from the way the tutor interacts with the stiidemoving the need of

learning parameters from a big dataset.



3. GAMING METAPHOR

The tutor was implemented as a video-game that takes a chitevtel from the Earth
trough the space to planet Mars. A little spaceship is ptesleon screen and controlled
by the user with the mouse. The ship has an on-board comaitegit’es directions about
how to play when the game starts. In a first stage, the chilelsdrom the Earth to the
space. A background slides to the left of the screen to siedtet the child’'s spaceship
is traveling to the right. In each question asked by the tstdtware, the sound of a letter

is played back and a column made up of three letters app&anstifie right moving to the

FIGURE 3.1. Screenshots from the phonological awareness gamé.vBaoants,

adaptive and non-adaptive, look the same. In the first stageiser is given the
mission of travelling from Earth to the outer space. Auditstimuli are letter
sounds. The background shows clouds that slide to the fefilating a trip near
the Earth surface. As the game advances, clouds begin t@tadand stars begin
to appear. During the second stage the mission is to get te.Nfaitl word sounds
are played instead of letters and the background simulbtesuter space, with
gradually appearing red clouds.



left. The ship will necessarily collide with one of the lette If a collision occurs with a
letter that does not correspond to the auditive stimulwesstiip will crash. But if the child
guides the ship so that it collides with the only right leteshort positive feedback will
be displayed and no crash will occur. After three conseeutrashes the ship will not be
able to keep flying. In that case, a new ship will appear aftenesseconds. There is an

unlimited amount of new ships.

In a second stage, the child will go from the space to planesM&Averything is very
similar to the first stage, except for the fact that insteatktvér sounds, sounds of whole

words are played back, emphasizing the sound of the firsrlett



4. PHONOLOGICAL AWARENESS ADAPTIVE TUTOR DESIGN

In consequence with what was expressed in the previous watlos, this is not about
modeling the mind of a child or a teacher. We want to explora@proach to adaptive ITS
that does not require analytic mind models, but simple apsioms about the domain that

is being taught.

Phonological awareness training usually takes the formaofas in which a tutor asks
guestions to a child. We decided to use the task of askinghiofitst letter of a spoken
word. As it was mentioned before, it is beneficial to trairstbkill because it cannot be
learnt without supervision. Also, it is easy to implememig das the right difficulty level
for children who cannot read yet. This cannot be said of rhgamaes which have reading

as a prerequisite.

Before a child can solve the task of identifying the letterresponding to the initial
sound in a word, he or she most likely needs to know how eatér Isbunds. Because
of this, it was decided that questions teaching this woudt@de questions asking for the

initial letter of a spoken word.

With respect to the previous section, the test can be destriiore schematically as
a series of multiple selection questions in which the compsystem plays back a sound
and displays three letters on screen, one of which correspanthe auditive stimulus. A
child has to answer to each question by selecting which ofhhee letters corresponds
to the sound that was played back. During a first stage of thte agiditive stimuli are
letter sounds, and at each trial the child has to answer wdfitte three displayed letters
corresponds to the sound that was played back. In a secoge, staditive stimuli are
whole words, and the child has to select which of the threglayed letters corresponds to

the initial sound of the word.

At each trial, the software must decide which question to 8skh a target letter and
two distractors must be chosen. The objective is to ask mumssthat are neither two easy
nor too difficult. Easy questions are boring and do not ledddaming anything new, while

too difficult questions are frustrating and do not encouragening either. By knowing

10



which letters the child already knows well and recognizesdmls, a question can be
built that brings the right amount of challenge. For examalguestion having a target that
the child does not know well, along with distractors that éeognizes well should be both

challenging and not too difficult.

Unfortunately, we cannot know for sure which letters a chigs mastered. All we
can have is an estimation on how well a child will perform wieesked about a certain
letter, based on past answers. By the time we have gatheoedjlelata to make reliable
estimations, we will have asked about each content so margstihat the child would
have learnt everything (if he or she does not get extremelgdbefore, which is the
most likely scenario). So decisions must be taken on incetaghformation. Here is
where the Bayesian approach found in a Markovian model sliswstential. It would
be inefficient to first assess a child’s knowledge and then 8cit it is possible to act
before full knowledge is present, even before any knowledgmit the situation has been
captured. The strategy is to take, at all times, what seerhs the best decision based on
knowledge that has been accumulated. Here, the best de@sim terms of probability,
the one expected to lead to the biggest amount of learningg again based on available
knowledge about the child. Certainly, taking decisionseblasn incomplete information
can lead to suboptimal results. But this is better than grytm act on full information

which is not available.

4.1. Markov decision processes

By the end of section 2 it was argued that POMDP is an apprepni@del for an in-
telligent tutor dealing with uncertainty. This is an extiemsto Markov decision processes
(MDP) (Puterman, 1994; Bertsekas, 1995), a discrete sstichaodel that assumes fully
observable states along with uncertainty in the outcomectobras. POMDP generalizes
MDP by allowing partially observable states. It does so Ipfaeing states by state proba-

bility distributions, called beliefs. The set of all podsibeliefs forms the belief space.

11



Solving the action policy for a POMDP model is computatidynekpensive and often
can only be done approximately. The main problem is that tietspace has as many
dimensions as the size of the set of states. There is no pnoblen the number of states
and the number of different observations that can be drawatahe current state are each
no more than a dozen; problems having a about a hundred &tdseen solved by an
approximate method (Kaelbling et al., 1998). Problems Wwithdreds or even thousands
of states have been successfully solved using point-bggaaches (Kurniawati, Hsu,
& Lee, 2008), currently the most promising method for sadviOMDPs with large state
sets. A key idea of this methods is to work with an approxioratf the belief space by

sampling points of it.

However, in an adaptive intelligent tutor, it makes a lot ehse to model states as
boolean vectors having one entry for each concept or itemmdlmeing taught (Cassandra,
1998). This leads to a count df states, where is the number of concepts. The phono-
logical awareness tutor needs 24 concepts (the 27 letténg iBpanish alphabet minus 3
unused letters), leading to a state set size of almost 1¥omills is impractical to solve a
POMDP for a problem where the belief space has millions ofdlisions. Instead, we start
with an MDP, replacing states by a succinct state-beliefasgntation so to deal with state
uncertainty. Then we argue that there is no need to solvetamamlicy for this model. A
greedy assumption allows to take a decision whenever itadex by simulating one step

ahead of the current tutor state and picking the action #aatd to the best outcome.

4.2. Modeling the knowledge domain

Questions are built by choosing a target and two distraétons the Spanish alphabet,
which has 27 letters. Letters ‘h’, ‘iY’, and ‘w’ are not codered because they lead to prob-
lems: ‘h” has no sound in Spanish, ‘i’ gets confused witheind ‘w’ is not originally used
in Spanish, so it's sound depends on the origin of the wordgopronounced. Therefore,

the following are the symbols from where questions are amose

12



Y={ab,c, .., 23 —{hd, w}

It is worth mentioning that a restriction was implementeshtiowing questions having
two letters of similar or same sound. For instance, lettéesd ‘d’ could not appear in the

same question.

In order to specify a MDP, the following is needed

a state spacs,

an action spacd,

transition probabilitiesP, (s, ') (probability of going from state to states’

when taking action),

and a reward functio?, (s, s’) (estimation of the immediate reward of going

from states to states’ when taking actiorm)

Child knowledge is represented by stating whether he knateh ©f the letters in
Y. During the first stage of the test it is considered that adctkhows” a letter if he or
she will successfully recognize its symbol after its sougdlayed back by the computer.
Then, in the second stage, a letter is considered to be knbivwill be recognized as
the initial of a spoken word. Sind&| = 24, there are are?* possibleknowledge states
A representation of a probability distribution for the ant knowledge state will need
to always available in order for this model to work, requirihe storag€?* numbers in
memory. Fortunately, if we assume that knowing a letter dugsimply knowing any
other, this independence allows a more succinct repregamtaEven if knowledge of
different letters is associated in some way before a chidgd tise tutor software (e.g. vocals
tend to be learnt first), in the time scale of a single sessiibim the software, changes in
the knowledge of one letter are not expected to modify kndgéeabout other letters.
Therefore, an independence assumption seems a reasoralge decision. By keeping
track of the probability associated with knowing each ketéeprobability value can be

computed for any possible knowledge state. Consider tpiesentation.

13



S = {(Pa, Db, Pey -, P) | P«in[0..1]} (4.1)

Please note that each state is a probability vector. Insitaebresenting a state as
a vector of truth values indicating whether each letter isemtly known by the user, the
representation in equation (4.1) allows to compute theadviity any vector of truth values.
Therefore a state is equivalent to a probability distritmitover all possible actual states.
In this sense, this is an information state MDP. Such is a raoccerate model when states
are partially observable, compared to a normal MDP whereudhent state is known at all

times..

Given a child’s knowledge staté,, &, k., ..., k.), wherek,, is a binary truth value (0
or 1) specifying whether letter is known, the probability for that state can be computed

as the joint probability for all the letters having the cepending truth value:

[T o)1 = pa) = (4.2)

aind
An MDP needs a set of actions from where to chose. Here amaatguestion. It is
represented as a triple where the first element is the tatjet hnd the other elements are
distractors.

A={(t,z,y)[t,z,y € X} (4.3)

Also the probability of going from any state to any other wipenforming any given
action needs to be specified. It is interesting to note thanadiving a wrong answer,
choosing any of the distractors produces the same effext sais it will be seen later, the
probability update function is the same for both distraxtofherefore, even though tree
different answers are possible, there are only two possédselts: right or wrong. Then,
from any state, there are only two possible next states.sitran probabilities need only

be specified for those two states.

14



Ps(correc) if s = C,(s)
P,(s,s") =| Ps(incorrec) if s = I,(s) (4.4)

0 otherwise

Here P#(correcy is the probability of receiving a correct answer after agkirn state
s, and P (incorrec) is the same for incorrect answers. The first probability & pghoba-
bility of going to states’ as long as’ is the state that results from updating probabilities
for the case of a correct answeT,(s). You probably guessed thai(s) is the state that
results from updating when the answer is incorrect. A pracedor computing this states

will be given in the following section.

And finally a reward needs to be assigned at least to each $teggeward value must
be representative of how good is it to be at the given statee &bernative is to take the
lower probability from the stat§, so that a state will be as good as the letter less likely to
be known. Unfortunately, when several letters have the ganmlgability (for example in
the beginning of a session) many actions will lead to stad@@ly the same reward, which
does not help in choosing the best one, specially consigliéhi@ greedy approach that is
being used here. Summing all probabilities together wasdeBut better results where

obtained when using the following reward definition.

Ro(s,s) = R(s) = > \/Pa (4.5)

aEX
Herep, is the belief associated 0 in s'. SincedR(s)/Ip, = %w/pa is bigger for
lower values ofp,, improving one of the smallest probabilities is more revwagdhan
improving one of the biggest, so the tutor focuses on tegaia letters which have shown

problems.
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4.3. Updating states

Suppose that the software is being used by a child, saisdthe current information
state. An actionit, d;, dy) was performedt(is the target letter, and,, d are distractors),
which is the same as saying that an auditive stimulus wasglagpck for lettet and the
three letters, d; andd, are being displayed on the screen so that the child can claoose

answer.

Should the child choose letterchances are that he or she knew the correct answer. But
it is also possible that a correct answer was given by chantteaba different answer was
intended and the correct one was given by mistake. Also ibssible that the child knew
the two distractorg; andd, well enough to increase the chance of a correct answer. Two
conclusions can be extracted from this: (1) a correct ansheuld increase the belief on
that the child knows letter but not make itl.0, because there is always some uncertainty,
and (2) beliefs ford; andd, should also be updated because it is possible that the child

knew one or both of that letters well.

In the case of an incorrect answer, one possibility is thatcthild did not knowt, but
it is also possible that he or she intended to answaard chosel; or d, by mistake. In
any case, capturing a wrong answer should make the softwat®Vve” that not only the
target, but also one or both of the distractors are not wedlknby the child, since their
presence did not help to discard the incorrect alternati@xe again, just like when the
answer is correct, beliefs must changed for the three $eiteolved in the question, but

not dramatically because of the uncertainty.

First the case of a correct answer will be studied. Based®B#yes rule, we compute
a new belief value for letter given the newly captured answer (evidence). L&k the
captured answetk; be the proposition that the child knows lettavell, anda be the action

(question) that was chosen.

Py — P(kr=t,a) =

(4.6)
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The probability that the child knows letters assigned a new value proportional to the
probability of capturing a correct answer (evidence) gitleat the child knows and the
guestion was, multiplied by the previous belief value for The same argument supports

the following as an update rule for a distractbr_et i, be the proposition stating that the
child knows letterd.

P(’f‘ = t|k)d, CL)Pd

Py—P = = 4.7
d (kalr =t,a) Pl = t]a) (4.7)
In the case of an incorrect answer, the update rules becof#dass.
P(’f’?ét“{?t,a)Pt
P —P = 4.
t (kt|r 7£ t7a) P(’f’ 7£ t|a) ( 8)
P P
Py P(kylr #t,a) = (r # tks, a) P (4.9)

P(r # tla)
In order to compute a value for equations (4.6) and (4.8)]w@evia needed foP (r =
t|k:, a) and P(r # t|k:, a). Previous to the study that will be detailed later in thisttex
trial was performed with a small group of pre-reader chitdnaving little to no experience
with computers. Even though it is difficult to tell when a chdnswers wrong by mistake
(e.g. because of an unintended movement of the mouse) valisersuggested that this
happened in 1 out of 4 or 1 out of 5 trials. Because of methaicéd difficulties an exact

measure could not be extracted, so based just on the prestimesvation, it was decided
that

P(r =tlky,a) = P(r =t|k,) =0.75 (4.10)

Therefore,

Pu(r # t|ky,a) = 0.25 (4.11)
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Despite the guesswork, this value worked very well in pcactiA little bit more in-
volved is the calculation oP (r = t|k4, a), necessary for computing (4.7). Sinéés one
of the distractors, let be the other. Therefore,= (¢, d, e). Please, consider the following

expression

P(r=tlkg,a) = P(r=tlk N kg A ke)pipe
P(r = t|ky A kg A —ke)p(1 — pe)
+ P(r=t|=k Nka Ake)(1 = py)pe
+ P(r =t~k Aka A=k (L= p) (1 — pe)

(4.12)

Since three letters are involved, the consideration that eae can be either known or
not known by the child gives place # = 8 possible cases. But since we are assuming that
the distractor is known, only the four cases that incluéigare possible and correspond
to the four rows of (4.12). For each of the four cases, theadviity of obtaining a correct
answer in that case is multiplied by the probability thas tisithe case, and the four terms

are summed, having (4.12) as result.

Because of (4.10P(r = t) = 0.75 whent is known. Not knowing but knowing
both distractors is equivalent, yielding the same prolitgbBut when onlyd is known, the
child has to guess between to alternatives, so in this £gse=¢) = 0.5 - 0.75 = 0.375.

In consequence (4.12) becomes

P(r =tlkqs,a) = 0.75ppe
+ 0.75p,(1 — pe)
+ 0.75(1 — pi)pe
+ 0.375(1 — p)(1 — pe)

(4.13)

The same argument applied to computing the probability ohearrect answer leads

to
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P(r # tlkq,a) = 0.25pp,
0.25p(1 — pe)
+ 0.25(1 — py)pe
+ 0.625(1 — p)(1 — pe)

(4.14)

Now it is possible to compute numerators for the four beligdlate equations (4.6),

(4.7), (4.8), and (4.9). For computing denominators, with (¢, d, e¢) we have

P(r=tla) = P(r=tlk)p
+ P(r=t|=ke Ak A k(1 — pe)pape
+  P(r=t|=k A kg A —ke)(1 — pr)pa(l — pe) (4.15)
+ P(r=t|=k A =kg Ake)(1 = p)(1 = pa)pe
£ P(r =t~k A —kg A=k (1= p)(1 = pa)(1 — pe)

Which evaluates to

P(r=tla) = 0.75p,
+ 0.75(1 — py)pape
+ 0.375(1 — py)pa(l — pe) (4.16)
4+ 0.375(1 — py) (1 — pa)pe
+0.225(1 — py)(1 — pa)(1 — p.)

Then

P(r#tla) = 0.25p;
+ 0.25(1 — py)pape
+0.625(1 — p)pa(l — pe) (4.17)
+ 0.625(1 — p)(1 — pa)pe
+ 0.775(1 — p)(1 — pa)(1 — pe)
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In short, the update of belief values for target and distralgtters equations can be
obtained with the expressions (4.6), and (4.7) in the casecofrect answer. Expressions
(4.8), and (4.9) can be used for wrong answers. Each elemhémbse four equations can

be computed using the other expressions in this section.

Now, how do we computé€’,(s) andI,(s) in equation (4.4)? Remember th@(s)
is the information state that results when updating statfter a correct answer t@ And
I,(s) is the same for an incorrect answer. For computijgs), begin withs and update
beliefs for the three letters iusing (4.6) and (4.7). Faf,(s) do the same using (4.8), and
(4.9).

4.4. Decision taking policy

For so many states, attempting a closed solution to the MD®tisensible. Fortu-
nately, an approximation can be found by considering an mapbfact. The expression
for reward is a measure of how much a child seems to know. SSttad yield the bigger re-
ward are actually those with more value. This can be undeddty realizing that the more
letters the child has mastered, not only the more has thelbgaal achieved but also there

is more knowledge to be used in questions to support the sitiquiof new knowledge.

Instead of solving the MDP, an approach has been taken ofd=yirsy the rewards
of immediate states as a greedy approximation to their vahgea result, we have the

following policy 7 for deciding which action to take for any given informatidats.

7(s) = argmax, Z P,(s,s"\R(s") (4.18)

S/

4.5. Initial conditions and termination criterion

If a standard population of children who would use the tutiftvgare were known, it
could be possible to test them on the knowledge they havecbfle&ter with regard to the
two tasks that have been implemented. This would allow taiige beliefs to average val-

ues for that population. However, because of the adaptiweaaf the software it desirable
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to use it with children from different cultural contexts amfddifferent development stages.
This made it sensible to initialize belief values in a nelutray which is a commonly used

criterion when designing and MDP.

The activity that was developed here has two parts. Firstild chasked about the
association between letter sounds and symbols. After thgess finished, he or she is
asked about the initial sound of words. Each stage has tlesvioly termination criterion.

If the minimum current belief value is bigger than the maxmmunitial belief, the game
ends. In other words, this happens when belief values fdettéirs have been increased
above the biggest initial belief. Lat be the initial state and the current state. Formally

the termination criterion is,

min s > max S (4.19)

As it was mentioneds is initialized neutrally.

So = (pa = 0.5,pb = 0.5,]% = 05, Pz = 05) (420)

But for the second stage, the initial statds initialized as the last information state of
the previous stage. This was decided because the more &nbilgs the sound of a letter
the better it is expected he or she can recognize it as th& sdund in a word. Termination

criterion is the same as before.
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5. EMERGENT PROPERTIES

An interesting aspect that appears when observing the mehaivthe game is that
when a wrong answer is given, the same question will be repessveral times. If then,
a child starts to give correct answers to the question,litvgili be repeated some more
times. The more times a wrong answer was given, the more tiheeguestion will be
asked. Eventually, a new question will appear, but soon tlestipn that was answered

wrong will appear once again.

In practice, the amount of repetitions was never excessies observed behavior
was quite “intelligent” since while the computer kept refoegthe same question, a child
would eventually discover the correct answer by trial arrdreand then have to answer
it some more times so he or she would remember better. And steteelater, he or she

would be tested again to see whether the correct assocwdisihearnt.

This behavior was never deliberately programmed. It entefigen the execution of
the decision taking model. This repetitions can be expthimethe fact that a wrong answer
to lettera strongly reduce the beligf, that the letter is well known by the child. In order
to get to a more rewarding state, that belief needs to beasere which requires getting
correct answers from the child. And the only way to get suctwaans is to ask first. The
more times the question was answered wrong, the more thef beduld reduce and then

more correct answers would be needed to achieve an equatlydimg state.

The fact that the same question is repeated consecutivelyecaeen as a consequence
of the square root used for computing the reward of an inftionastate. This makes the
letter with lower belief to be more “attractive” to ask, basa increasing its low belief
would be more rewarding then increasing a higher belief.

As a result of the termination criterion in equation (4.183merges in practice that the
duration of the game is very sensitive to the performanceoh&hild, as it will be shown
in a next section. If all questions are being answered cthyrdbe termination criterion
is matched very soon. Nevertheless, a few wrong answers belef values go low and

it gets more difficult to end the game. In that case lettersgbaiwrong answers need to
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get at least a few correct answers before the terminati¢ericn can reached. Because of
the reward function, those are actually the letters thastifavare will want to ask more
about. Two adaptive behaviors emerge here. First, the aodt¥wants” to spend more
time with children that have more difficulties, and secohdhsists on training letters that
previously got wrong answers. The inclusion of equatiod@tin the model helps with

correctly managing the case when a wrong answer is given btaka.
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6. STUDY: BENEFITS OF THE ADAPTIVE TUTOR

In order to determine whether the adaptive design of the yagbds any benefits with
respect to a more traditionally designed software, a seaumttadaptive game was devel-
oped, looking exactly the same as the adaptive game but wdifiement decision taking
policy. The non-adaptive game keeps track for each letteoafmany times consecutively
a correct answer has been given to questions having thet kta target. At each trial,
to decide which question to ask, the lower counter valueusdo and a target is chosen
from all letters that have that count. This way, a questiggeiserated about a letter having
less consecutive correct answers than other letters. Tveetatgets are chosen randomly.
As it was mentioned before, a restriction exists in the adagfame that does not allow a
guestion to include two letters with the same or similar sburhe same restrictions apply

for this second non adaptive game.

Since no belief values are present in the non-adaptive gardéferent termination
criterion was needed. Whenever the last two answers forea e correct, it is considered

to be done. The game ends when all letters are done.

Details follow on a study that was done to compare the adagfame to the non-
adaptive one in terms of the learning they produced in oiiidr
6.1. Sample and methodology

Children for the study were taken from the Chilean scl@alegio Calasanzproperty

of a Catholic religious congregation. In 2008IMCE, a study that assesses quality of

Adaptive game Non-adaptive gaméotal
Kindergarten group 56 56| 112
First grade group 57 55| 112
Total 113 111 224

TABLE 6.1. Experiment group sizes. The table shows how many kjademn and
first grade children participated in the experiment, and hoany were randomly
assigned to play the adaptive and the non-adaptive gamelineszel.
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education in Chilean schools, classified this school asnigihg to a high socio-economic
level. This considers the education an income level of paramd also implies the absence
of students in social vulnerability. SIMCE 2007 locatesstechool above the national
average in all measured student performance scales (lgagoathematics, and natural

science).

A sample of 224 children participated in this study (47% m&8% female), 112 from
Kindergarten (ages: 5-6 years old) and 112 primary studeons first grade (ages: 6-7
years old). Teachers verbally report that, despite indi@idifferences, the development of
all participants is within an expected range, informally éxplicitly ruling out the presence

of illnesses that could compromise learning.

Children from both levels where randomly assigned to an tadapnd a non-adaptive
group (relative to the game that they would play) as showrainld6.1. Each child played
only one of the two games, either once or consecutively seWenes at will. Children
were explicitly told to only play if they wanted to and as maimyes as they wished. Other
activities had been prepared for children not willing toypéay more. In the same room
groups of about 40 children played the game at the same tireadphones were used by

the participants so that each one will only listen soundsfhis or her computer.

For each trial the software recorded the question and trenginswer. This allowed
using each game as a phonological awareness test. Answamng laareaction time lower
than 300 msec. were excluded from analysis, because it ifkebt for a student to have
perceived and processed a question so fast. Answers frals where the mouse pointer
remained static where also removed since during the expatisome children would oc-
casionally stand up from the computer. This to two critesased).7345% of the answers

to be excluded.

From what was observed during the experiment, it was notmnuon that a child
would not want to pay attention to questions but would liké&eéep answering erratically
in order to see what happened. Also, despite being testedebefich session, headphones

would sometimes get disconnected because of childrenitggctiv was noted that some
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Factor Df Sum Sq Mean Sgq F value PfE)
level 1 13.545 13.545 13.0186 0.0003847
game 1 2.444 2.444 2.3487 0.1268796
level:gameg 1 0.319 0.319 0.3071 0.5800679
Residuals | 212 220.575 1.040

TABLE 6.2. ANOVA table for children performance while playing tvihe phono-
logical awareness tutor software. First rdevg)) corresponds to the main effect of
children level (kindergarten vs first grade). Second rganfg corresponds to the
effect of the type of game (adaptive vs non-adaptive) on fapeeffect oflevel
The third row corresponds to the interaction effect of the previous factors. Only
thelevelfactor produces a statistically significant effect.

children liked to play and see the ship crashing even whey ¢bald not hear sounds
through the headphones. In order to avoid the inclusion @tierdata in the analysis,
Sessions having an overall proportion of correct answesde equal tham/3 (expected

by chance) were excluded. As a result1975% of the sessions were deleted.

6.2. Results

Children performance in both games

A performance measure was computed for the first time eadth plaiyed the game,
as the proportion of correct answers from the total numbdrials. As expected, chil-
dren from first grade performed better both in the adaptivkram-adaptive game com-
pared to kindergarten children (see Figure 6.1). After wppl a logit transformation
(y = log(x/(1 — z))) to each child’s measure for normalization, a two-way ANOWAS
performed as shown in Table 6.2, yielding a significant efééchildren level (first grade
vs. kindergartenk'(1,167) = 13545, p = 0.0004) but not of the type of gamé (1, 167) =
2.3487, p = 0.1269). There was no significant interaction effeét((, 167) = 0.3071,p =
0.5801).

Session lengths

The length of a session was measured as the number of quesiatrthe child was

asked. Only the first session was considered for each subjegbuld not be surprising
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Level Mean  Std. dev
kindergarten 0.5622773 0.177961)7
lstgrade |0.6536510 0.2197492

FIGURE 6.1. Children performance while playing with the phonobtagiaware-
ness tutor software. Results are shown by level (kindexgars first grade) which
was the only factor that showed a statistically significefeeat for this measure
(F(1,212) = 13.0186, p = 0.0004).

Factor Df SumSq Mean Sq Fvalue PfF)
level 1 1121 1121 0.1446 0.7041
game 1 785 785 0.1013 0.7505

level:.game 1 13696 13696 1.7679 0.18%0
Residuals | 220 1704370 7747

TABLE 6.3. ANOVA table for phonological awareness tutor sessamgths. First
row (leve) corresponds to the main effect of children level (kindeteya vs first
grade). Second rongameg corresponds to the effect of the type of game (adaptive
vs non-adaptive) on top of the effect l@vel The third row corresponds to the
interaction effect of the two previous factors. No statelly significant effects
were found.
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FIGURE 6.2. Interaction plot for phonological awareness tutorsees lengths.

Results are shown by game type (adaptive vs. non-adaptiddieeel (kindergarten
vs first grade). An ANOVA did not yield statistically signifint effects either main
or interactive.

if the two games had different average session lengths gitine test because they have
different termination criteria. It is, however, interegito compare the adaptive game
to the non-adaptive in how different the session lengthsewer kindergarten and first
grade children. Figure 6.2 shows that the adaptive tutaiste¢a ask more questions to
kindergarten children than first grade. This is reasonalee kindergarten children need
more instruction in phonological awareness. The non-agapator shows an opposite
tendency: it asks more questions to first grade children.waysg, it must be noted that

an ANOVA did not find significant main or interaction effecseé Table 6.3). So, even
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Factor Df Sum Sg Mean Sq Fvalue PBrF)
level 1 0.03346 0.03346 2.0318 0.160p1
game 1 0.03507 0.03507 2.1292 0.151p3
level:game 1 0.07223 0.07223 4.3857 0.04155
Residuals | 48 0.79058 0.01647

TABLE 6.4. ANOVA table for accuracy change from first to second geanses-
sion. First row [eve) corresponds to the main effect of children level (kindeiegya

vs first grade). Second rowg@me shows the effect of the type of game (adaptive
vs non-adaptive) on top of the effectlefrel The third row corresponds to the in-
teraction effect of the two previous factor, and is the offlga for which statistical
significance was found.

Participant leve t df pvalue
Kindergarten | 2.4432 8.464 0.0194
First grade 0.2578 33.936 0.3991

TABLE 6.5. One sided t-tests for the adaptive game being bettemibia-adaptive
(performance difference between second and first sessing bigger for adaptive
game). A statistically significant difference is found imé#tergarten children but
not in first grade.

though the adaptive game produces more reasonable sessgthd than the non-adaptive,
it cannot be discarded that this measure was obtained byehan

Learning

Learning that occurred during the time span of a playingisesgas assessed by con-
sidering subjects who played their game twice or more. Grdytwo first playing sessions
where analyzed. For each subject, only letters that whdwexdda both sessions were con-
sidered. An accuracy measure was computed for firgt ] and seconddcc,) sessions, as
the proportion of correct answers from all trials. Then facke child an improvement mea-
sure was computed as the difference in accuracy from firgdorsl sessionutc, — accl).

A two way ANOVA was performed for this improvement measurghwhildren level and
type of game as factors. Results are shown in Table 6.4. No efficts were found, but

the interaction effect was significant (1, 167) = 4.3857, p = 0.0416). In order to further

29



level

—— Kinder
- st

mean of improvement
0.05
|

0.00
|

-0.05

non-adaptive adaptive

game

Level Game Mean  Std. dev
kindergarten adaptive 0.11883260 0.1139982
kindergarten non-adaptiye0.06960801 0.1799970
4
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first grade adaptive 0.03709857 0.110132
first grade non-adaptive 0.02783356 0.105442

FIGURE 6.3. Interaction plot for accuracy improvement from firsserond gam-

ing session. Improvement rate is similar for both games wised by first grade

children. For kindergarten children, however, the adapjame shows a perfor-
mance increase while the non-adaptive game shows a decrdaseness is a

likely cause for this decrease with the non-adaptive ganespide this, an increase
in performance is still observed with the adaptive game.

investigate this effect, two t-tests comparing adaptivecin adaptive game, one for kinder-
garten participants and one for first grade were performabl€l6.5). With kindergarten
children, improvement from first to second session was sagmtly higher for the adap-
tive game compared to non-adaptive< 2.4432, p = 0.0194). In contrast, no statistically
significant difference was found in first grade={ 0.2578, p = 0.3991). In some way, this

was expected because first grade children can read, andeaedottle expected to already
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have phonological awareness skills. For them, there isooatuch room for improvement
in this task. This results are summarized in Figure 6.3. Tdwdé shows one negative im-
provement value, which corresponds to kindergarten paints playing the non-adaptive
game. This should not be interpreted as a proof of dislegrrsimce tiredness is a more

plausible cause.
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7. DISCUSSION

7.1. Main findings

An analysis of children accuracy in answering tutor questigarticularly how it im-
proved form the first to the second gaming session, alloweds$ess both games in terms
of the learning that they produce. It was found that improgetwas subtle for first grade
children, being almost the same for both games. Togethérth finding that those chil-
dren performed better than the kindergarten group, thigestg that first grade children
cannot benefit too much from training in the task that wasgihesi. However, in children
from kindergarten it was found that the adaptive game predwan improvement while a
negative improvement value was measured with the non-adagame. It is unlikely that
children would dislearn by practicing. The fact that thedargarten group is younger and
found the task more difficult (judging by their performanc®)ggests that a more reason-
able explanation is tiredness. Since two evaluations arglpeerformed, one immediately
after the other, it is expected that each subject will fagesticond evaluation a little bit
more tired. Other possible explanation is boredom. Need#s, in that case this effect
should be expected in a higher degree with first grade cimjdret it was not found. In
any case, results show that with the adaptive game the éffeither absent or has been

overcome.

Perhaps the main finding was that for kindergarten childienlearning measure was
significantly different between the adaptive and non-adagtame. The fact that the adap-
tive game performed better strongly suggests that therebenafit in exploring this ap-
proach to educational software. Both software pieces Haedme looks, make the same
kind of questions, and are equally unaware of what is goinmside the student’s mind.
All that is known to both games is the answers, and they arg wsed to assess perfor-
mance. What makes the adaptive game different is that immateto use efficient use of
this little available information in order to decide whichestions are expected to produce

an increase in knowledge over time. Here the Markovian apgrds a key factor allowing
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the efficient use of available information in a model that bandle dynamicly changing

states that are not fully observable.

7.2. Applicability to other domains

Although inspired on activities that help children with pledogical awareness, the
decision taking model is not specific to that domain. From dtede update equations
(see section 4.3) it can be seen that no domain specific piitiestappear in the model.
Transition probabilities depend on the number of distnacémd belief values which result
from registering a subject’s answers. This generality isr@sequence of avoiding student
modelling. Considering the mind of the student in the desigald require a model that in

some way encodes facts about how a student reasons in thicsgemain.

Think for instance that instead of teaching sound/symbsdasations in written lan-
guage, you want to teach geographic associations. A cocapiyal city could be displayed
in a question showing three or more possible countries tos#oCognitive processes re-
lated to this learning must be very different to those inediin learning to read sounds
and words. Nevertheless, because of the naive approaah ltake it is possible to apply
exactly the same equations shown in this text to the desigrsoftware that can help with

learning country capitals.

In general, whenever a set of related knowledge items cambeik more or less
independently one of the other (e.g. letters or countrytadg)j and their number and
nature makes it sensible to think that the right multiplesgbn questions will help with
learning, then the approach taken in this work can be appkéedt, when the subject has
no knowledge about the topic, some trial and error appligdedirst questions will teach
some basic facts. Then, if known items appear as distradtasswill help with giving
correct answers for questions about unknown targets. Baategly giving correct answers
to the item it will become known. And this repetition of quest about items that are not
well known yet, is an adaptive behavior that emerges nayuit@m the design that was

proposed here.
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Teaching multiplication tables is an interesting posgipibecause it has a slightly
different structure. Choose an exercise taking the foym=?. You would be making a
guestion about the multiplication tables:ofandy. Regardless of which alternatives are
chosen to go with the question, two different items are bewsiged at the same time. By
carefully rethinking the equations, a model can be builtthas new scenario of teaching

multiplication tables, updating for two targets at once.

A general property of the model that has been proposed hidratis is never necessary
to directly address the question of how fast a subject ledraoes many times does he or
she need to answer questions about some item in order toifednstead of that, here the
software tries to detect learning when it has occurred,rcbgss of how long it took. It
is evidence that drives belief updates, making no previgssmptions on when learning
is expected to occur. By measuring how well things are gadimg(gh the correctness of
answers) and updating belief values accordingly, the so@ivadapts to what the subject
knows, including what he or she has recently learnt. So teespaking no assumptions
on how the subject’s mind will work during the task, the safteris still sensitive to what
the subject is learning. The advantage of making less agsamsgies in that this model
can be applied to teaching about different learning domamuksdifferent kinds of subjects

without having to adjust for difficulty, age, mental heakts.

7.3. Future research

It was found that the proposed model, when applied to thegdesi an intelligent
tutor, can produce learning, at least in the domain of phagiohl awareness. Even though
there seem to be no theoretical obstacles to applying thikehto other domains with little
modification, it remains to be seen if result will be good iagiice. A lot of simplifying
assumptions are being made in this design. A relevant onernsiaer is that knowing all
distractors and not the target is equivalent to knowing dingett. In practice, deducing the
target from distractors should be more difficult and pronertor than knowing the target
directly. Also, such deduction requires a process of Iddgtuaking, be it explicit or not,

that will probably be more developed on some children th&erst Generally speaking,
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this shows the limitations of a naive approach. Explicitsideration of how much more
difficult it is to deduce the target than answering direcyan example of an issue that
would require studying how the mind of a subject works in thetext of a particular task.
This limitation did not show in practice for this study. Thdaptive capabilities of the
software seemed to “absorb” quite well any problems of tlagire. Further research is

needed in order to see whether good results will also be wbdén other applications.

Two very important assumptions guided the decisions madth&model and could
be put to the test in future research. First, knowledge adifigrent items is considered
to change independently during a gaming session. In othedsythe fact that a student
learns letterz during the game is assumed not to imply that knowledge alwmitérly
was produced (unless it was explicitly present as a targetistractor). This allows to
update belief probabilities by applying a procedure th&y owolves items present in each
guestion. It also allows a succinct representation of tlodgloility distribution of states.
One natural extension would be to build and assess a modetdhadeal with domains
where this assumption is not reasonable. It also remaing tiedted how bad will the

independence assumption work in domains where it is cledittdoes not hold true.

A second key assumption was that, within the proposed mtuepresent value of a
state is a good estimator of its future value, thus allowmgdmpute an action policy on
demand by simulating a single step ahead whenever a dears®needed. In other words,
a single step planning horizon is being used. This rises stiureon which methods could
be used for efficiently computing action policies that cdesia wider planning horizon,

and whether or when this will be a valuable addition.
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