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Abstract

The electronic properties of graphene quantum dots (GQDs) can be de-

scribed by the two–dimensional Dirac equation with boundary conditions

consistent with the tight–binding model on a honeycomb lattice. It is conve-

nient to know which boundary conditions are allowed by elemental physical

principles of current conservation. We consider the four–component two–

valley massless Dirac operator on planar domains describing GQDs. We

show how to reduce the problem into the study of the two–component Dirac

operator. For a large class of boundary conditions, not including the zigzag

orientation, we give a proof of their self–adjointness for four–component

spinor wave functions in the Sobolev space H1. In particular, in each case,

we find a lower bound to the spectral gap around zero, proportional to the

inverse of the square root of the area of the domain and depending only

in the mixing angle. We also discuss the boundary conditions conserving

(breaking) the electron–hole and time reversal symmetries.
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Chapter 1

Introduction

In this thesis, we study Dirac operators describing energy excitations in graphene quantum

dots for a four–component wavefunction prescription. The results obtained here are an extension

of the works of Rafael Benguria, Edgardo Stockmeyer, Hanne Van den Bosch and Søren Fournais

[13, 14] realized for the two-component case. This document is in collaboration with the first

three authors of those works. The thesis includes more details and possible extensions of an

article in progress.

Graphene is a two–dimensional layer of carbon atoms shaping a honeycomb lattice. It was

first studied in 1947 by Wallace [49] as a two-dimensional toy model of a single layer of graphite.

The early interest in graphene was to find a relationship with the ultrarelativistic form of the

single–particle electron spectrum. Its electronic properties can be described by a difference

equation [49], or by a differential equation [21]. The tight–binding model represents the first,

and the two–dimensional Dirac equation describes the second. Both descriptions are equivalent

at large length scales and low energies. For 3D multilayer graphene, the Dirac equation is also

known as Weyl–Dirac equation.

The experimental isolation of graphene sheets in the free states was obtained in 2004 [36],

which was awarded the 2010 Nobel prize in physics. The amazing properties of graphene, such

as extraordinary conductivity of heat and electricity, resistance and malleability, have attracted

much interest due to its possible applications. See, e.g. [20, 26] for a complete review.

The Dirac equation was mostly applied to described neutrinos [16]. This differential equation

needs to be supplement by boundary conditions consistent with the tight–binding model on a

honeycomb lattice. They are necessary to know the behavior of the electron (or hole) near an

edge of a sample for the description of several effects, including the anomalous quantum Hall

1



CHAPTER 1. INTRODUCTION

effect [1, 2]. In particular, it is convenient to know what boundary conditions on the Dirac

equation are allowed by elemental physical principles of current conservation, (preservation or

breaking of) T–symmetry and electron–hole symmetry. This problem was solved in [3, 4].

On a bounded domain Ω ⊂ R2 with C2–boundary ∂Ω, the dynamic of a graphene sheet is

described by the Dirac Hamiltonian1 [24]

H =

T 0

0 T

 on H⊕H , (1.1)

where H = L2(Ω,C2), the space of square–integrable functions, and T is the massless one–valley

Dirac operator

T = −i~vFσ · ∇

acting on a dense subspace of H. We write σ = (σ1, σ2)T as the vector of the usual first

two Pauli matrices. The direct sum in (1.1) is taken between two valleys with two–component

wavefunctions each one. The constant vF refers to the Fermi velocity in graphene, depending

on natural constants, the hopping energy between nearest neighbors carbon atoms and the

interatomic space between them, with value ≈ 106 m/s−1.

More specifically, we study graphene on a regime such that is large enough to use the de-

scription by the continuum Dirac operator but small enough to observe effects related to the

confinement of electron on a domain. Graphene quantum dots, a localized quantum system,

satisfy those both requirements. The diameter of a graphene quantum dot is about a few dozen

nanometers, which is large compared to the interatomic space of 0.1 nm between the carbon

atoms.

In chapter 2, we study the appropriated local boundary conditions for two–component and

four–component Dirac operators. In particular, we deduce the mathematical structure of bound-

ary matrices for boundary conditions with current conservation. In chapter 3, we present our

main theorem and the proof of this through unitary equivalence. In Theorem 3.1, we establish

the conditions of self–adjointness of the Dirac operator and its spectral gap energy around zero.

In chapter 4 we discuss the implication of our main theorem in the presence of two relevant

physical symmetries, the electron–hole and time reversal symmetries. A more detailed deriva-

1Also there exist other unitarily equivalent prescriptions of the Dirac Hamiltonian (see, e.g. [20, 32, 47])
to study graphene sheets, nanoribbons and carbon nanotubes with different convention orders of the spinor
components of both valleys and sublattices.
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1.1. TIGHT–BINDING MODEL ON A HONEYCOMB LATTICE

tion of those boundary conditions for both symmetries is presented in Appendix A. In Appendix

B we discuss charge conjugation and parity symmetry. Moreover, in Appendix C, we expound

the main mathematical and physical properties of carbon nanotubes, and we deduce the corre-

sponding symmetries. Finally, Appendix D presents technical Lemmas and Prepositions of the

proof of our main theorem.

The rest of this introduction we discuss the electronic excitations on the tight–binding model

on a honeycomb lattice, the most used boundary conditions in the physics literature, and the

notations and conventions used henceforth.

1.1 Tight–binding model on a honeycomb lattice

We start reviewing the electronic states of a graphene sheet. Figure 1.1 show the lattice

structure of graphene. The honeycomb lattice is not a Bravais lattice; it corresponds to a

superposition of two triangular lattices, named sublattices A (red) and B (blue). It is completely

determined by two primitive lattice vectors a1,a2 and a unit cell containing two carbon atoms,

one per sublattice.

a

1

a

2

armchair

z
ig
z
a
g

Figure 1.1: Graphene sheet in real space, where the red (blue) circles mean an A(B) sublattice site;
a1 = a/2(

√
3, 1)T and a2 = a/2(

√
3,−1)T are the primitive vectors. The primitive unit cell is shaded in

gray.
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CHAPTER 1. INTRODUCTION

We choose the convention of primitive lattice vectors

a1 =
a

2
(
√

3, 1)T and a2 =
a

2
(
√

3,−1)T , (1.2)

such that |a1| = |a2| = a with a ≈ 2.46 Å the lattice constant2. Each point on the both periodic

sublattices of Figure 1.1 can be described by R = ma1 + na2 where m and n are two integers,

where the related sublattice site inside the unit cell is taken as the origin.

The corners of the first Brillouin zone in the Figure 1.2, the unit cell in the reciprocal

(momentum) space, are called K and K′ points. They are given by

K =
2π

3a

(√
3, 1
)T

and K′ =
2π

3a

(√
3,−1

)T
. (1.3)

The remaining corners can be obtained as a result of a translation in the reciprocal lattice vectors

b1 and b2.

b

1

b

2

Γ

K

K'

M
kx

ky

Figure 1.2: The hexagonal first Brillouin zone (reciprocal space) of the graphene sheet is shaded in gray,
where b1 = 2π/a(1/

√
3, 1)T and b2 = 2π/a(1/

√
3,−1)T are the reciprocal lattice vectors. The corners of

the hexagon are Dirac points, denoted K and K′.

2In the literature is common to find a convention where a is the carbon–carbon distance in the lattice, with
value a ≈ 1.42 Å. This convention adds an extra

√
3 term in the definition of the lattice vectors (1.2).
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1.1. TIGHT–BINDING MODEL ON A HONEYCOMB LATTICE

Here we employ a nearest–neighbor tight–binding model for the energy band in a honeycomb

lattice. The Hamiltonian is given by

H = −t
∑
〈i,j〉

a†ibj + h.c. , (1.4)

where ai (bj) annihilates and a†i (b†j) creates an electron at site Ri (Rj) of the sublattice A(B),

and t ≈ 2.8 eV is the nearest–neighbor hopping energy.

The energy bands of this Hamiltonian have the form [49]

Es(k) = st
∣∣∣1 + eik·a1 + eik·a2

∣∣∣ , (1.5)

where s = ±1 indicates the band energy. Because one carbon site has one electron on average,

only the valence band E−(k) is completely occupied and the conduction band E+(k) is empty.

The corresponding wavefunctions can be written as

ψs(k) =

 1

−s f(k)

|f(k)|

 (1.6)

with f(k) ≡
∣∣1 + eik·a1 + eik·a2

∣∣.

Figure 1.3: The energy dispersion variations of graphene lattice of the conduction band (blue) and
valence band (red). Both bands make contact at the Dirac points K,K′.
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CHAPTER 1. INTRODUCTION

Near the Γ point on Figure 1.2, both bads can be expressed as quadratic functions of |k|,

Es(k) = st

(
3− a2|k|2

4

)
+O

(
(|k|a)4

)
, (1.7)

where |k|a � 1. At the M points, which are in the midpoints of the sides of the first Bril-

louin zone, the energy dispersion possesses saddle points, and the density of states diverges

logarithmically.

The two bands have conical intersections (Dirac cones) at zero energy in the corners of

the first Brillouin zone, see Figures 1.2 and 1.3. Near the K–points, at the corner of the first

Brillouin zone, the energy dispersion is a linear function of the magnitude of the wave vector,

Es(K + q) = svF |q|+O
(
(|q|/|K|)2

)
(1.8)

where q is the (pseudo)momentum measured relatively to the Dirac points with |q| � |K|, and,

vF ≡
√

3ta/2 is the Fermi velocity in graphene, with a value vF ≈ 106 m/s. This means that

electronic excitations in graphene obey a ultra–relativistic dispersion relation, but with velocity

vF .

Figure 1.3 shows six contact points between the conduction and valence bands. However,

there are only two inequivalent Dirac points (also called valleys), given in (1.3), under transla-

tions generated by the reciprocal lattice vectors. Using the Fourier representation of the electron

operators around K or K′ with a slowly varying envelope momentum, these new operators sat-

isfies a massless Dirac equation in the continuum limit. The corresponding wavefunction, called

spinor or eigenspinor, has four components, with two components corresponding to each sublat-

tice (or each valley). The details of this computation can be found in [20, 47].

1.2 Boundary Conditions

The four–component operator H takes into account contributions of two non–equivalents

Dirac points (or valleys) corresponding to the K and K′ points at the corners of the first

Brillouin zone associated to the honeycomb lattice. The orthogonal sum in (1.1) is with respect

to K and K ′ spaces. In many applications, the valleys do not couple, and the description

is reduced to the study of the one–valley operator T only. When considering quasi–particles

confined to some two–dimensional region, one could impose boundary conditions that might

break the Dirac Hamiltonian’s block–diagonal structure. This choice affects the energy spectrum

6



1.2. BOUNDARY CONDITIONS

and its transport properties. For instance, the presence of a gap in its spectrum allows using

graphene samples as semiconductor devices.

In physics literature, the so–called zigzag, armchair and infinite mass boundary conditions

have attracted much attention. The first two come from the tight–binding model and they

correspond to two different orientations of a straight lattice termination [4]. The zigzag boundary

conditions are known to be gapless, having zero as an eigenvalue of infinite multiplicity [46], i.e.,

corresponding to a metallic behavior. The associated zero–energy states are well localized close to

the boundary [25, 46]. Recently, Holtzmann [27] discussed the three–dimensional 4–components

Dirac operator with the analogue zigzag boundary conditions. In his work, he proves that the

operator is self–adjoint in L2 for any open set, and he computes its eigenvalues in terms of the

spectrum of the Dirichlet Laplacian on the domain. On the contrary, for armchair boundary

conditions, the presence of a gap has been shown (see, e.g. [18, 37, 50]), and the lowest states

are delocalized. Zigzag boundary conditions do not couple the valleys and thus they can be just

described for T . Armchair boundary conditions mix the valleys, and it is necessary to consider

the full operator H.

On the other hand, infinity mass boundary conditions do not arise from lattice termination.

They were first theoretically studied in 1987 by Berry and Mondragon [16] for the two–component

operator T , and experimentally studied, for instance in [40]. This case can be deduced in

a continuous way starting from the zigzag boundary condition, by introducing a staggering

local potential which produces confinement by an infinitely large mass term at the boundary

[4, 6, 7, 48]. In the graphene description, infinite mass boundary conditions have also been used

to model quantum dots or nanoribbons exhibiting a gap independent of the lattice orientation.

In that way, Borrelli [17] studied this kind of boundary conditions with a potential defined by the

trace of the 3D Coulomb potential, as an effective model for electron transport in graphene. The

above work proves the smoothness of the solutions: infinitely many solutions exist in C∞(Ω,C2).

This approach has recently been the subject of intense research: for instance, in [8] it is

shown that the norm resolvent of the two–components Dirac operator is convergent, as the mass

m goes to infinity, for bounded and unbounded domains, and [15] includes the computation of

the asymptotic expansion of the spectral quantities (eigenvalues and resolvent) with correction

terms proportional to 1/m. Moreover, in [30] the authors prove that the operator is self–adjoint

for convex sectors, and it has a family of self–adjoint extensions for non–convex sectors. Recently,

Cassano and Lotoreichik [19] demonstrated that there exists no self–adjoint extensions for Dirac

operator with infinity mass boundary conditions in wedges, because inevitably it mixes both

7



CHAPTER 1. INTRODUCTION

valleys [31].

Furthermore, recent literature has also studied the self–adjointness of Dirac operators on

domains in R3 with a mass term, also including combinations of electrostatic and Lorentz scalar

δ–shell interactions for the four–spinor [10, 11, 12]. Pizichillo and Van den Bosch [38] extended

this results to two–component operators on corner domains in R2. For extensions in higher

dimensions, see, for example, [34].

1.3 Definitions and Notation

We will use the convention of Kronecker product for 2× 2 matrices [35]:

A⊗B =

a11 a12

a21 a22

⊗B =

a11B a12B

a21B a22B

 ,

with the product property

(A⊗B)(C ⊗D) = (AC)⊗ (BD) .

Henceforth the 2× 2 identity matrix and the Pauli matrices are notated as

σ0 =

1 0

0 1

 , σ1 =

0 1

1 0

 , σ2 =

0 −i

i 0

 , σ3 =

1 0

0 −1

 .

They satisfy the (anti)commutation relations

{σj , σk} = 2δjk ,

[σj , σk] = 2iεjklσj for j, k, l ∈ {1, 2, 3} ,

where δjk is the Kronecker delta and εjkl is the Levi–Civita tensor.

Two–dimensional complex vectors on the (x, y) plane are annotated as v ≡ (v1, v2)T ∈ C2,

and we will occasionally write v∗ ≡ (v∗1, v
∗
2)T as the complex conjugate vector. Otherwise, for

an operator A, A∗ denotes its adjoint operator and A its complex conjugate. In particular,

n = (n1, n2)T will denote the two–dimensional outward unit normal vector to the boundary

of the domain and t will be the two–dimensional unit tangent vector pointing clockwise to the

boundary of the domain, i.e., n×t = k̂. The vectors ı̂, ̂, k̂ will denote the canonical unit vectors

8



1.3. DEFINITIONS AND NOTATION

in R3 (or R2). Three–dimensional complex vectors are denoted with a bold fond and an arrow

above, ~v ≡ (v1, v2, v2)T ∈ C3. More specifically, the vector of the two first Pauli matrices will

be σ ≡ (σ1, σ2)T and the vector of the three Pauli matrices ~σ ≡ (σ1, σ2, σ3)T .

In general, a dot will denote the scalar product in R2 or R3,

a · b =

2∑
j=1

ajbj or ~a ·~b =

3∑
j=1

ajbj .

The Cn–inner product will be denoted by (·, ·)Cn for n = {2, 4}. In this work, we will consider a

fixed domain Ω, also ‖·‖ and (·, ·) will be the norm and scalar product in the spaces L2(Ω,Cn)

for n = {2, 4}.

We mainly study the two–valley four–component Dirac operator defined by the differential

expression

H = σ0 ⊗ T =

T 0

0 T

 ,

acting on L2(Ω,C4), which take into account contributions of both valleys, in units where ~ =

vF = 1, and,

T = −iσ · ∇ = −i

 0 ∂1 − i∂2

∂1 + i∂2 0


is the two–component Dirac operator acting in one valley. When we refer to a domain of a

specific operator, we will denote D(·). Besides, we will use the abbreviations zz, ac, ∞ to refer

to the zigzag, armchair and infinite mass boundary conditions, respectively.

We usually use the function Bη defined as

Bη ≡ min

(∣∣∣∣ cos η

1− sin η

∣∣∣∣ , ∣∣∣∣1− sin η

cos η

∣∣∣∣) , (1.9)

with η a real function at the boundary of the domain.

9



Chapter 2

Two–valley Dirac operator with

boundary conditions

The general boundary conditions are associated with a four real parameter family matrices

which fixes the eigenspinors at the boundary [3, 4]. They depend on one mixing angle Λ, two

three–dimensional unit vectors ~n1 and ~n2 mutually orthogonal to the normal to the boundary,

and one three–dimensional unit vector ~ν on the Bloch sphere of valley isospins.

In this section, we briefly discuss the one–valley description of the Dirac equation and we

state the main theorems about the self–adjointness and the spectral gap in graphene quantum

dots [13, 14]. Next, we discuss the appropriated boundary conditions for the two–valley Dirac

operator, and we explicitly derive the structure of the local boundary matrices.

2.1 One–Valley Description

We consider the massless two–dimensional two–component Dirac operator on a bounded

domain Ω ⊂ R2 with C2–boundary ∂Ω,

T ≡ −iσ · ∇ = −i

 0 ∂1 − i∂2

∂1 + i∂2 0


acting on a subset of H = L2(Ω,C2), in appropriated units. In particular, we are interested in

operators Tη acting as T on functions in the domain

D(Tη) ≡ {u ∈ H1(Ω,C2) |Aηγu = γu} , (2.1)

10



2.1. ONE–VALLEY DESCRIPTION

where γ is the trace operator on ∂Ω, and Aη is defined as

Aη = (σ · t) cos η + σ3 sin η , (2.2)

with t the unit vector tangent to the boundary and η a real function on the boundary. The

physical relevant cases of η correspond to a constant on each connected component of ∂Ω. One of

the most commonly used is when η = 0 or η = π, known as infinite mass boundary conditions.

This kind of boundary conditions was first used by Berry and Mondragon to study neutrino

billiards on two–dimensions [16]. Besides, the zigzag boundary conditions are given by η = π/2

or η = 3π/2.

The 2 × 2 matrix Aη is a unitary and hermitian matrix satisfying the anticommutation

relation

{Aη,σ · n} = 0 . (2.3)

This property is straightforward since the anticommutation relations of the Pauli matrices and

the orthogonality between the normal and the tangent vectors. In particular, this is the only

family of local boundary conditions making T into a symmetric operator on H1(Ω,C2). Using

integration by parts and the hermiticity of the Pauli matrices, we have, for all u, v ∈ H1(Ω,C2),

〈u, Tv〉 = −i
∫

Ω
(u, (σ · ∇)v)C2 ,

= −i
∫

Ω
∇ · (u,σv)C2 + i

∫
Ω

((σ · ∇)v, u)C2 ,

= 〈Tu, v〉 − i
∫
∂Ω

(u, (σ · n)v)C2 ,

where n is the outward unit normal vector to the boundary. Therefore, if u, v ∈ D(Tη), the

boundary term, corresponding to the total quantum normal current to the boundary, cancels

since the relation (2.3). The conditions when Tη is self–adjoint in a domain contained on

H1(Ω,C2) are shown in the reference [13]. We include its main theorem by completeness.

Theorem 2.1 (Theorem 1.1, [13]).

Given Ω ⊂ R2, bounded, with C2–boundary, and η ∈ C1(∂Ω,C2), define Tη as above. If

cos η(s) 6= 0 for all s ∈ ∂Ω, then Tη is self–adjoint on D(Tη).

11



CHAPTER 2. TWO–VALLEY DIRAC OPERATOR WITH BOUNDARY CONDITIONS

In this case, the spectrum of Tη consists of eigenvalues of finite multiplicity accumulating

only in ±∞ due to the compact embedding of H1(Ω,C2) in L2(Ω,C2) and thus, the compactness

of the resolvent of Tη. On the contrary, the zigzag case (cos η = 0), the associated operator is not

self–adjoint on a domain included in H1(Ω,C2) and 0 is an eigenvalue of infinite multiplicity.

Actually, the square of the spectrum of the Dirac operator with zigzag boundary conditions

coincides with the spectrum of the Dirichlet Laplacian in the domain, except at zero [25, 46].

Furthermore, if cos η(s) tends to zero at least quadratically at some point s0 ∈ ∂Ω, then 0 is

in the essential spectrum of the Dirac operator. Therefore, if some part of the boundary has a

zigzag termination, the domain of the self–adjoint realization of the operator cannot be included

in H1(Ω,C4) [13].

The proof of Theorem 2.1, presented in [13], uses the fact that Tη corresponds to a symmetric

operator. The inclusion D(T ∗η ) ⊂ D(Tη) is straightforward but showing the inclusion D(Tη) ⊂

D(T ∗η ) is the difficult step. First, they show the regularity of the boundary values of functions

in the domain of the adjoint operator. Next, they establish the desired result in the unit disc..

Finally, using the Riemann mapping theorem, they prove the general case.

Theorem 2.2 (Theorem 1, [14]).

Take Ω ⊂ R2 simply connected with C2–boundary. Let η be a constant such that cos η 6= 0

and define Tη as above. Define Bη ≡ min (| cos η/(1− sin η)|, |(1− sin η)/ cos η|). If λ is an

eigenvalue of Tη, then

λ2 ≥ 2π

|Ω|
B2
η . (2.4)

This lower bound implies a spectral gap larger than (8π)1/2|Ω|−1/2Bη. In physical units

for infinite mass boundary conditions (Bη = 1) it gives a gap larger than (8π)1/2~vF |Ω|−1/2.

Therefore, to obtain a gap of 1 eV, one needs a domain with an area of about 10 nm. For

cos η = 0 the spectrum is gapless: zigzag boundary conditions. This lower bound is not sharp

but is accurate with the case of a disc [16]. In that case, the lowest eigenvalue corresponds to

k0 ≈ 1.435, and the lower bound of Theorem 2.2 reads

k0 >
√

2 ≈ 1.414 .

The proof of Theorem 2.2 consists in extend the result for η = 0 to the general case, based on

the ideas presented in [9]. See [14] for more details.
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2.2. TWO–VALLEY DESCRIPTION

2.2 Two–Valley Description

First, using integration by parts and the hermiticity of the Pauli matrices, we can establish

the necessary boundary conditions for H to be a symmetric operator. We have, for all u, v ∈

H1(Ω,C4),

〈u,Hv〉 = −i
∫

Ω
(u, σ0 ⊗ (σ · ∇)v)C4 ,

= −i
∫

Ω
∇ · (u, σ0 ⊗ σv)C4 + i

∫
Ω

(σ0 ⊗ (σ · ∇)v, u)C4 ,

= 〈Hu, v〉 − i
∫
∂Ω

(u, σ0 ⊗ (σ · n)v)C4 , (2.5)

where n is the two–dimensional outward unit normal vector to ∂Ω, the boundary of Ω. Therefore,

appropriated boundary conditions cancel the boundary term on the right side. If we assume

that the four–spinors satisfies a relation of the type

u = Mu on ∂Ω , (2.6)

with a unitary and self–adjoint matrix multiplication operator M (= M∗ = M−1) acting from

L2(∂Ω,C4) to L2(∂Ω,C4) that fixes the four–spinors at the boundary. Then, the requirement

of absence of a current normal to the boundary, given in the second term of (2.5), holds if and

only if

{M,J · n} = {M,σ0 ⊗ (σ · n)} = 0 on ∂Ω . (2.7)

In particular, for these cases, the Dirac Hamiltonian is formally symmetric and satisfies the bag

condition [16].

The general 4 × 4 matrices M which satisfy (2.6) and (2.7) are subclasses of the four–

parameter family solution, they were obtained in [3, 4],

M = (σ0 ⊗ (~σ · ~n1)) sin Λ + ((~σ · ~ν)⊗ (~σ · ~n2)) cos Λ , (2.8)

for certain three–dimensional unit vectors ~n1,~n2,~ν such that ~n1 · ~n = ~n2 · ~n = ~n1 · ~n2 = 0,

a sufficiently smooth real function Λ : ∂Ω → [0, 2π) known as the mixing angle, and ~σ =

(σ1, σ2, σ3)T the three Pauli matrices. When cos Λ 6= 0, the function Λ plays the role of mixing

the eigenspinor components of both valleys.

13



CHAPTER 2. TWO–VALLEY DIRAC OPERATOR WITH BOUNDARY CONDITIONS

We will work with Dirac operators HM acting as (1.1) on functions in the domain

D(HM ) ≡ D(H;M) = {u ∈ H1(Ω,C4) |PM,−γu = 0} . (2.9)

Here γ is the trace operator on ∂Ω and the orthogonal projections PM,± are defined as

PM,± =
1

2
(1±M) . (2.10)

The relation (2.6) is equivalent to PM,−γu = 0. Thus, if u, v ∈ D(HM ), the boundary term in

(2.5) cancels because of the relation (2.7).

Particularly, the boundary mixing matrix associated with the zigzag, armchair and infinity

mass boundary conditions are

Mzz ≡ ±(σ3 ⊗ σ3) , (2.11a)

Mac ≡ (σ · ν)⊗ (σ · t) , (2.11b)

M∞ ≡ ±σ3 ⊗ (σ · t) , (2.11c)

respectively. Where ν is a unit vector on the (x, y) plane.

2.3 Boundary Matrix M

In this section, we show that the matrix operator M can be written as a four–parameter

family given in equation (2.8). This matrix satisfies the following conditions

M∗ = M ,M2 = 1 , and, (2.12a)

{M,σ0 ⊗ σ · n} = 0 . (2.12b)

First, we can express a hermitian 4×4 matrix as a linear combination of the Kronecker product

between the 2× 2 Pauli matrices,

M =
3∑

i,j=0

cij(σi ⊗ σj) ,

14



2.3. BOUNDARY MATRIX M

where cij ∈ R because M is self–adjoint. For ~a,~b ∈ R3, the following properties of the Pauli

matrices are useful to establish the conditions on these real coefficients cij ,

(~σ · ~a)(~σ ·~b) = (~a ·~b)σ0 + i~σ · (~a×~b) , (2.13a)

{σj ,~σ · ~a} = 2ajσ0(1− δj0) + 2(~σ · ~a)δj0 . (2.13b)

Using the anticommutation relation (2.12b) and (2.13b) , we obtain

{M,σ0 ⊗ σ · n} =
3∑

i,j=0

cij(σi ⊗ {σj ,σ · n})

= 2

3∑
i=0

σi ⊗

ci0(σ · n) + σ0

3∑
j=1

cijnj

 = 0 .

Thus, the term in parenthesis must vanish. This condition can be rewritten as

ci0

0 n∗

n 0

+

~ci · ~n 0

0 ~ci · ~n

 = 0 .

where n(s) = n1(s) + i n2(s) is the outward unit normal vector seen as a complex number and

~n = (n, 0)T . Since n(s) 6= 0, this implies ci0 = 0 and ~ci · ~n = 0 for all i = {0, 1, 2, 3}, with

~ci ≡ (ci1, ci2, ci3)T . Hence,

M =
3∑
i=0

(σi ⊗ ~σ · ~ci) .

In this notation, we have

M =

~σ · (~c0 + ~c3) ~σ · (~c1 − i~c2)

~σ · (~c1 + i~c2) ~σ · (~c0 − ~c3)

 .

Using the relation (2.13a),

M2 =

((~c0 + ~c3)2 + ~c 2
1 + ~c 2

2

)
σ0 + 2~σ · (~c1 × ~c2) 2~c0 · (~c1 − i~c2)σ0 + 2i~σ · (~c3 × (~c1 − i~c2))

2~c0 · (~c1 + i~c2)σ0 + 2i~σ · (~c3 × (~c1 + i~c2)) ((~c0 − ~c3)2 + ~c 2
1 + ~c 2

2 )σ0 + 2~σ · (~c1 × ~c2)

 .

15



CHAPTER 2. TWO–VALLEY DIRAC OPERATOR WITH BOUNDARY CONDITIONS

The condition M2 = 1 implies

~c0 · ~c3 = 0 , ~c1 × ~c2 = ~0 , ~c 2
0 + ~c 2

3 + ~c 2
1 + ~c 2

2 = 1 ,

~c0 · ~c1 = ~c0 · ~c2 = 0 , ~c1 × ~c3 = ~c2 × ~c3 = ~0 .

Therefore, ~c0 is orthogonal to ~c1,~c2,~c3. Moreover, ~ci = ci~n2 for i = 1, 2, 3, for some unit vector

~n2. Finally, since the condition ~c 2
0 + ~c 2

1 + ~c 2
2 + ~c 2

3 = 1, it follows that

M = (σ0 ⊗ (~σ · ~n1)) sin Λ + ((~σ · ~ν)⊗ (~σ · ~n2)) cos Λ ,

where ~ν,~n1,~n2 are tridimensional unit vectors such that ~n1 · ~n2 = ~n1 · ~n = ~n2 · ~n = 0 and Λ is

a real function.

We compute the outer products,

M = M (1) sin Λ +M (2) cos Λ ,

where M (1) =

~σ · ~n1 0

0 ~σ · ~n1

 and M (2) =

 sinφ(~σ · ~n2) ν∗ cosφ(~σ · ~n2)

ν cosφ(~σ · ~n2) − sinφ(~σ · ~n2)

 .

(2.14)

Here, ν(s) = ν1(s)+iν2(s) is the orthogonal projection of ~ν on the (x, y) plane seen as a complex

number, and φ is the angle between ~ν and the (x, y) plane.

We explicitly compute the dot products

~σ · ~n1 = (σ · t) cos θ + σ3 sin θ ,

~σ · ~n2 = −(σ · t) sin θ + σ3 cos θ ,

with θ the angle between ~n1 and the (x, y) plane, defined such that ~n1 × ~n2 = ~n. This means

that ~n,~n1,~n2 are an orthonormal basis of R3.
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Chapter 3

Unitary Equivalence

First of all, we start with the four–parameter of matrices given by

M = (σ0 ⊗ (~σ · ~n1)) sin Λ + ((~σ · ~ν)⊗ (~σ · ~n2)) cos Λ ,

for certain three–dimensional unit vectors ~n1,~n2,~ν such that ~n1 · ~n = ~n2 · ~n = ~n1 · ~n2 = 0, a

sufficiently smooth Λ : ∂Ω→ [0, 2π) known as the mixing angle, and ~σ = (σ1, σ2, σ3)T the three

Pauli matrices. This family satisfies the properties

M∗ = M ,M2 = 1 , and,

{M,σ0 ⊗ σ · n} = 0 .

Theorem 3.1. Let Ω ⊂ R2, bounded, with C2–boundary. The boundary matrices M in (2.8),

for the Dirac operator HM in (2.9), are unitarily equivalent to the boundary matrices

M(η1, η2) =

Aη1 0

0 Aη2

 ,

with Aη defined in (2.2). Given η1, η2 ∈ C1(∂Ω,R) such that cos η1(s) 6= 0 and cos η2(s) 6= 0 for

all s ∈ ∂Ω, HM is self–adjoint.

Moreover, in the particular case when η1, η2 are constants, for any eigenvalue λ of HM we

have

λ2 ≥ 2π

|Ω|
min

{
B2
η1 , B

2
η2

}
.
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CHAPTER 3. UNITARY EQUIVALENCE

Theorem 3.1 implies that we have two copies of the two–component operator studied previ-

ously. Actually, this means that we may focus our attention only in the spectral properties of

the two–component operator defined in one of the valleys instead of study the complete operator

for both valleys.

Specifically, we straightforwardly obtain that the Dirac operators with armchair boundary

conditions Hac, defined by Mac (2.11b), and with infinity mass boundary conditions H∞, defined

by the matrixM∞ (2.11c), are unitarily equivalent. In consequence, the following corollary holds.

Corollary 3.2. The spectra of Hac and H∞ coincide.

To provide a proof of Theorem 3.1 we need to make explicit the unitary transformations

block–diagonalizing the boundary matrices M in (2.8), into two copies of Aη. Consequently, we

start with the following lemma.

Lemma 3.3.

The four–parameter family of matrices

M = (σ0 ⊗ (~σ · ~n1)) sin Λ + ((~σ · ~ν)⊗ (~σ · ~n2)) cos Λ

are unitarily equivalent to the two–parameter family of matrices

M(η1, η2) =

Aη1 0

0 Aη2

 ,

with Aη = (σ · t) cos η + σ3 sin η.

We explicitly have that

M (1) ≡ (σ0 ⊗ (~σ · ~n1))

= σ0 ⊗ ((σ · t) cos θ + σ3 sin θ) (3.1)

=

(σ · t) cos θ + σ3 sin θ 0

0 (σ · t) cos θ + σ3 sin θ

 ,

where t is the two–dimensional unit tangent vector pointing clockwise to the boundary of the

domain (n× t = k̂). We write σ = (σ1, σ2)T as the usual first two Pauli matrices. Besides,
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3.1. MAIN THEOREM PROOF

M (2) ≡ (~σ · ~ν)⊗ (~σ · ~n2)

=

 sinφ ν∗ cosφ

ν cosφ − sinφ

⊗ (−(σ · t) sin θ + σ3 cos θ) (3.2)

=

 sinφ(−(σ · t) sin θ + σ3 cos θ) ν∗ cosφ(−(σ · t) sin θ + σ3 cos θ)

ν cosφ(−(σ · t) sin θ + σ3 cos θ) − sinφ(−(σ · t) sin θ + σ3 cos θ)

 ,

where ν(s) = ν1(s) + iν2(s) is the orthogonal projection at the (x, y) plane of the unit vector ~ν,

seen as a unit complex number. Here θ and φ are real functions on the boundary.

3.1 Main Theorem Proof

Prior to present a proof of Theorem 3.1, we need to prove Lemma 3.3.

Proof of Lemma 3.3.

Firstly, using the unitary transformation given by the matrix

Uν ≡

νσ0 0

0 σ0

 =

ν 0

0 1

⊗ σ0 , (3.3)

we can restrict our attention to ν = 1. This transformation leaves the Hamiltonian H = σ0 ⊗ T

and the matrix M (1) invariant. Contrarily, the matrix M (2) transforms as

UνM
(2)U∗ν =

ν 0

0 1

 sinφ ν∗ cosφ

ν cosφ − sinφ

ν∗ 0

0 1

⊗ (~σ · ~n2)

=

ν 0

0 1

ν∗ sinφ ν∗ cosφ

cosφ − sinφ

⊗ (~σ · ~n2)

=

sinφ cosφ

cosφ − sinφ

⊗ (~σ · ~n2) .

Next, for cosφ 6= 0, using the unitary transformation given by the matrix

Uφ =
1√
2

 √
1 + sinφ −

√
1− sinφ

cosφ/
√

1 + sinφ cosφ/
√

1− sinφ

⊗ σ0 , (3.4)

we can restrict our attention to the case φ = π/2. This second transformation leaves the
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CHAPTER 3. UNITARY EQUIVALENCE

Hamiltonian and the matrix M (1) invariant too. In fact, the matrix

P =
1√
2

 √
1 + sinφ −

√
1− sinφ

cosφ/
√

1 + sinφ cosφ/
√

1− sinφ

 allows to diagonalize the matrix

sinφ cosφ

cosφ − sinφ

 = Pσ3P
∗ ,

for cosφ 6= 0. The case φ = π/2 correspond exactly to σ3 ⊗ (~σ · ~n2). Otherwise, the case

φ = 3π/2 only differs on one minus sign, which could be absorbed in the definition of Λ.

Therefore, we can restrict our attention to the matrix

M̃(Λ, θ) ≡ (σ0 ⊗ (~σ · ~n1)) sin Λ + (σ3 ⊗ (~σ · ~n2)) cos Λ , (3.5)

where ~σ · ~n1 = (σ · t) cos θ + σ3 sin θ and ~σ · ~n2 = −(σ · t) sin θ + σ3 cos θ.

Then, we explicitly compute M̃(Λ, θ) using the sum and difference trigonometric identities.

M̃(Λ, θ) =

(σ · t) cos θ + σ3 sin θ 0

0 (σ · t) cos θ + σ3 sin θ

 sin Λ+

−(σ · t) sin θ + σ3 cos θ 0

0 (σ · t) sin θ − σ3 cos θ

 cos Λ

=

σ3(sin Λ sin θ + cos Λ cos θ) 0

0 σ3(sin Λ sin θ − cos Λ cos θ)

+

(σ · t)(sin Λ cos θ − cos Λ sin θ) 0

0 (σ · t)(sin Λ cos θ + cos Λ sin θ)


=

σ3 cos(Λ− θ) 0

0 −σ3 cos(Λ + θ)

+

(σ · t) sin(Λ− θ) 0

0 (σ · t) sin(Λ + θ)

+

(σ · t) sin(Λ− θ) + σ3 cos(Λ− θ) 0

0 (σ · t) sin(Λ + θ)− σ3 cos(Λ + θ)

 .

After that, M̃(Λ, θ) can be rewritten as

M̃(Λ, θ) =

Aπ/2−(Λ−θ) 0

0 A(Λ+θ)−π/2

 .
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Finally, the four–parameter boundary matrix M is unitarily equivalent to the matrix

M(η1, η2) =

Aη1 0

0 Aη2

 ,

for η1 ≡ π/2− (Λ− θ) and η2 ≡ (Λ + θ)− π/2.

Through Lemma 3.3, we accomplished to block–diagonalize the boundary conditions into

two copies of the one valley operator, with different mixing angles . Now, we continue with the

proof of our main theorem.

Proof of Theorem 3.1.

Since Theorem 2.1, we know that the two–component operator Tη, acting as T , with boundary

conditions u = Aηu is self–adjoint if and only if cos η(s) 6= 0 for all s ∈ ∂Ω. In this representation

it is straightforward to show that HM(η1,η2), with boundary conditions defined by M(η1, η2), is

self–adjoint in the domain D(Tη1)⊕D(Tη2) if and only if cos η1(s) 6= 0 and cos η2(s) 6= 0 for all

s ∈ ∂Ω. Through the unitary equivalence, the general operator HM with boundary conditions

defined by the matrix (2.8) is self–adjoint in its domain D(HM ) if and only if sin(Λ + θ) 6= 0

and sin(Λ− θ) 6= 0 at the boundary.

Next, through Theorem 2.2, for all φ ∈ D(Tη) and cos η 6= 0 holds the lower bound

‖Tηφ‖2 ≥
2π

|Ω|
B2
η‖φ‖

2 ,

Therefore, for all ψ = (ψ1, ψ2, ψ3, ψ4)T ∈ D(HM(η1,η2)) holds

∥∥HM(η1,η2)ψ
∥∥2 ≥ 2π

|Ω|

B2
η1

∥∥∥∥∥∥
ψ1

ψ2

∥∥∥∥∥∥
2

+B2
η2

∥∥∥∥∥∥
ψ3

ψ4

∥∥∥∥∥∥
2
 .

Thus, an eigenvalue of HM(η1,η2) satisfies the lower bound

λ2 ≥ 2π

|Ω|
min

{
B2
η1 , B

2
η2

}
.

Finally, an eigenvalue of the operator HM satisfies the same lower bound because of the unitary

equivalence; in other words, the isometry implies that both operators have the same spectra.
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Proof of Corollary 3.2.

The armchair boundary conditions are defined by the matrix

Mac = (σ · ν)⊗ (σ · t) ,

corresponding to the case sin Λ = sinφ = cos θ = 0 in (2.8). In the other way, the infinity

mass boundary conditions are defined by the matrix, omitting (without lost of generality) the

negative case,

M∞ = σ3 ⊗ (σ · t) ,

corresponding to the case sin Λ = cosφ = cos θ = 0. In particular, the armchair case is obtained

for Λ = 0, φ = π/2, θ = 3π/2, and, the infinity mass case is obtained for Λ = 0, φ = 0, θ = 3π/2.

By way of explanation, both cases are unitarily equivalent because M(η1, η2) only depends on

Λ, θ, which are the same in both cases. Accordingly, both boundary conditions coincide in their

spectra. Especially, the spectra of both operators are symmetric about zero. For the infinity

mass boundary condition, this behavior was first noticed by Berry and Mondagron [16].
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Chapter 4

Symmetries

In this chapter, we distribute the boundary conditions according to two symmetries playing

an essential role in physics: the electron–hole symmetry and the time reversal symmetry. In

each case, we distinguish those which do not break the corresponding symmetry and those

which break it. There exists physical interest in boundary conditions preserving the respective

symmetry.

First, we define

E = σ3 ⊗ σ3 , (4.1)

as the operator associated with the electron–hole symmetry. The Dirac Hamiltonian (1.1) anti-

commutes with E , therefore, the eigenvalue equation satisfies this symmetry

EHψ = −H(Eψ) = E(Eψ) .

The above means that

Eψ =


ψ1

−ψ2

−ψ3

ψ4


is an eigenspinor of H with energy −E. This symmetry implies the creation of a hole in the

sublattice B, i.e., the second and third components of the eigenspinor change their sign.
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Second, we define

T = −(σ2 ⊗ σ2)K , (4.2)

as the time reversal operator in the valley isotropic representation, where K is the complex

conjugation operator [4]. The Dirac operator commutes with the operator T . Therefore,

T ψ =


ψ∗4

−ψ∗3
−ψ∗2
ψ∗1


is a eigenspinor of H with energy E too. This symmetry implies a change in the sign of the

time: it reverses both spin and momentum signs.

Moreover, we define the sets

M±E ≡ {M ∈M4×4(C) | M satisfies (2.8) and [M, E ]± = 0} , (4.3)

M±T ≡ {M ∈M4×4(C) | M satisfies (2.8) and [M, T ]± = 0} , (4.4)

where [A,B]± = AB ∓ BA. The plus (minus) sign denotes the mixing matrices preserving

(breaking) the electron–hole symmetry and time reversal symmetry, respectively. Also we will

denote M̊±E and M̊±T as the sets (4.3) and (4.4) without including the boundary conditions

unitarily equivalents to the zigzag orientation. Their deduction and explicit form are given in

Appendix A.

The first distinction divides the mixing matrices into two families: those which commute

with E , and those which anticommute with E . The aforesaid, in turn, implies four possible

cases,

Mν
Λ = (σ0 ⊗ σ3) sin Λ + ((σ · ν)⊗ (σ · t)) cos Λ , (4.5)

Mzz = ±(σ3 ⊗ σ3) , (4.6)

Mν
Λ′ = ((σ · ν)⊗ σ3) sin Λ′ + (σ0 ⊗ (σ · t)) cos Λ′ , (4.7)

M∞ = ±σ3 ⊗ (σ · t) , (4.8)

where t is the two–dimensional unit tangent vector to the boundary of the domain; Λ,Λ′ ≡
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π/2 − Λ are real functions on the boundary and ν is a unit vector on the (x, y) plane. The

matrices of the first two cases commute with E and in the last two cases, they anticommute with

E . The boundary conditions preserving the electron–hole symmetry include two cases of physical

interest, namely Mzz = ±(σ3 ⊗ σ3) and Mac = (σ · ν) ⊗ (σ · t), which the define the lattice

terminations known as zigzag and armchair like boundary conditions, respectively. Moreover,

the case defined by the matrix M∞ is known as infinite mass boundary conditions.

On the other hand, if the mixing matrix commutes with T , then the time reversal symmetry

is preserved. This symmetry is broken when the mixing matrix anticommutes with T . The first

case implies that the mixing angle satisfies Λ = {0, π} and the second, Λ = {π/2, 3π/2}.

In the second case, when the time reversal symmetry is broken, the mixing matrix is restricted

to a one–parameter family,

M−T = σ0 ⊗Aθ with Aη = (σ · t) cos η + σ3 sin η . (4.9)

Here, θ is a real function on the boundary. Since, in our convention, the first and fourth compo-

nents of the eigenspinors correspond to the sublattice A, and the second and third component

to the sublattice B, it means that there is no mixing between spinor components of different

K–points.

The boundary conditions which preserve the time reversal symmetry restrict M to a three–

parameter family,

M+
T = ((σ · ν) cosφ+ σ3 sinφ)⊗Aθ′ , (4.10)

where φ and θ′ ≡ π/2 − θ are real functions on the boundary and ν is a two–dimensional unit

vector.

Appendix A presents the complete deduction of matrices (4.5)–(4.10).

Corollary 4.1. Let Ω ⊂ R2, bounded, with C2–boundary. The mixing matrices preserving the

electron–hole symmetry are given by

M̊+
E ≡ (σ0 ⊗ σ3) sin Λ + ((σ · ν)⊗ (σ · t)) cos Λ , (4.11)

with ν a unit vector on the (x, y) plane and Λ ∈ C1(∂Ω) such that cos Λ(s) 6= 0 for all s ∈

∂Ω. The corresponding Dirac operator is self–adjoint on the domain (2.9). Besides, if λ is an
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eigenvalue of HM̊+
E

, then

λ2 ≥ 2π

|Ω|
B2

Λ ,

with BΛ given in (1.9).

Proof of Corollary 4.1.

This subfamily of boundary matrices corresponds to the case θ = φ = 0 of the general case on

Theorem 3.1. Both proves of the self–adjointness and the lower bound are straightforward.

Corollary 4.2. Let Ω ⊂ R2, bounded, with C2–boundary. The matrices breaking the electron–

hole symmetry, not considering the infinity mass boundary conditions, are given by

M̊−E ≡ ((σ · ν)⊗ σ3) sin Λ′ + (σ0 ⊗ (σ · t)) cos Λ′ , (4.12)

with ν a unit vector on the (x, y) plane and Λ′ ∈ C1(∂Ω) such that cos Λ′(s) 6= 0 for all

s ∈ ∂Ω. The corresponding Dirac operator is self–adjoint on the domain (2.9). Besides, if λ is

an eigenvalue of HM̊−E
, then

λ2 ≥ 2π

|Ω|
B2

Λ′ .

with BΛ′ given in (1.9).

The Dirac operator with infinity mass boundary conditions, given by the matrix M∞, is

self–adjoint on the domain D(T0) ⊕ D(Tπ), with D(Tη) defined as (2.1). In addition, the lower

bound of Theorem 4.2 holds with B = 1.

Proof of Corollary 4.2.

This subfamily of boundary matrices corresponds to the case φ = 0, θ = 3π/2 and Λ′ = Λ−π/2

of the general case on Theorem 3.1. Both proves of the self–adjointness and the lower bound

are straightforward.

Corollary 4.3. Let Ω ⊂ R2, bounded, with C2–boundary. The mixing matrices preserving the

time reversal symmetry are given by

M̊+
T ≡ ((σ · ν) cosφ+ σ3 sinφ)⊗Aθ′ (4.13)
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with ν a unit vector on the (x, y) plane and φ, θ′ ∈ C1(∂Ω) such that cos θ′(s) 6= 0 for all

s ∈ ∂Ω. The corresponding Dirac operator is self–adjoint on the domain (2.9). Besides, if λ is

an eigenvalue of HM̊+
T

, then

λ2 ≥ 2π

|Ω|
B2
θ′ .

with Bθ′ given in (1.9).

Since [14, Theorem 1], it is straightforward to show the lower bound for the operator H with

boundary conditions which break the time reversal symmetry. It just corresponds to two copies

of the two–spinors case.

Proof of Corollary 4.3.

This subfamily of boundary matrices corresponds to the case Λ = 0 and θ′ = θ − π/2 of the

general case on Theorem 3.1. Both proves of the self–adjointness and the lower bound are

straightforward.

In particular, we notice that the armchair and zigzag boundary conditions are the only cases

preserving both symmetries. In appendix D, technical lemmas and theorems are included by

completeness.
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Chapter 5

Discussion and conclusions

In this work, we accomplished the block–diagonalization of the boundary conditions for the

four–component continuum Dirac operator describing graphene quantum dots, through confining

the four–parameter boundary matrix, defining the appropriate boundary conditions of a sym-

metric operator in the absence of normal quantum current at the boundary, to a two–parameter

boundary matrix. In fact, we proved that the four–component Dirac operator is unitarily equiv-

alent to two copies of the two–component Dirac operator. Our most important contribution

consisted of finding the unit matrices, allowing realize those described above. Within this con-

text, we identified the family of boundary conditions unitarily equivalent to zigzag edges, known

to be gapless; moreover, we proved that the armchair boundary conditions are unitarily equiv-

alent to the infinity mass boundary conditions.

Furthermore, we gave a proof of their self–adjointness of the continuum Dirac operator, not

including the zigzag boundary conditions family, in a compact subset of the four components

spinors in the Sobolev space H1(Ω,C4). We also estimated a lower bound for the spectral gap

of the electronic excitations on GQDs inversely proportional to the square root of the domain’s

area depending on the mixing angles of both valleys.

Finally, we classified the boundary matrices according to whether they preserve or break the

electron–hole symmetry and the time reversal symmetry. We also proved the spectral properties

aforementioned for this subset of boundary conditions. It is of physical interest to know when a

system conserves those symmetries, and when a symmetry breaking exists, spontaneous or not.

For completeness, in Appendix B are included the two other physical symmetries widely studied:

parity and charge conjugation. In addition, in Appendix C is established the cornerstone to

pursue the analysis of the spectral properties found for GQDs for the nanotubes case.
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As future work is expected to extend our results to graphene nanoribbons and carbon nan-

otubes: other kinds of graphene samples synthesized on laboratories with different physical and

mathematical properties. Besides, we also await to include a magnetic field in our model to

contemplate other phenomena such as spin transport and fractional quantum Hall effect.
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Appendix A

Mixing Matrices for the

electron–hole and time reversal

symmetries

A.1 Electron–hole Symmetry

We define the operator E associated with the electron–hole symmetry,

E = σ3 ⊗ σ3 =

σ3 0

0 −σ3

 . (A.1)

This symmetry is associated with a charge conjugation of the second and third components of

the four–spinor. We note that the Dirac Hamiltonians (1.1) and (C.1) anticommute with E and

consequently, they satisfy the electron–hole symmetry. When the mixing matrix commutes with

E , then the symmetry is preserved. On the contrary, when the mixing matrix anticommutes

with E , then the symmetry is broken. These cases correspond to the families:

M+
E = {M ∈M4×4(C) | M satisfies (2.8) and [M, E ]=0} , (A.2)

M−E = {M ∈M4×4(C) | M satisfies (2.8) and {M, E}=0} , (A.3)

respectively. Prior to state those matrix subsets, we need to establish some (anti)commutation

relations due to the Pauli matrices properties.
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A.1. ELECTRON–HOLE SYMMETRY

For a three–dimensional unit vector ~a = (a1, a2, a3)T holds that

[~σ · ~a, σ3] = a1[σ1, σ3] + a2[σ2, σ3] + a3[σ3, σ3] = −2i(−a2σ1 + a1σ2) .

We can also define the two–dimensional unit vector ta = −a2ı̂ + a1̂, corresponding to the

clockwise orthogonal vector to the orthogonal projection of ~a on the plane. Thus, the following

commutation property holds,

[~σ · ~a, σ3] = −2i(σ · ta) . (A.4)

Similarly, since the anticommutation relation of the Pauli matrices, it follows

{~σ · ~a, σ3} = 2a3σ0 . (A.5)

Symmetry Preservation

Firstly, we compute separately the commutators between E with M (1) and M (2), given in

(2.14).

[M (1), E] =

~σ · ~n1 0

0 ~σ · ~n1

σ3 0

0 −σ3

−
σ3 0

0 −σ3

~σ · ~n1 0

0 ~σ · ~n1

 ,

=

[n1 · σ, σ3] 0

0 −[~σ · ~n1, σ3]

 = σ3 ⊗ [~σ · ~n1, σ3] ,

[M (2), E] =

 sinφ(~σ · ~n2) ν∗ cosφ(~σ · ~n2)

ν cosφ(~σ · ~n2) − sinφ(~σ · ~n2)

,
σ3 0

0 −σ3


=

 sinφ[~σ · ~n2, σ3] −ν∗ cosφ{~σ · ~n2, σ3}

ν cosφ{~σ · ~n2, σ3} sinφ[~σ · ~n2, σ3]

 ,

where ~ν = (ν1 cosφ, ν2 cosφ, sinφ)T and ν ≡ ν1 + iν2 is a unit complex number.
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APPENDIX A. MIXING MATRICES FOR THE ELECTRON–HOLE AND TIME
REVERSAL SYMMETRIES

Using (A.4) and (A.5), we obtain

[M (1), E] = −2i

σ · t1 0

0 −σ · t1

 = −2iσ3 ⊗ (σ · t1) , (A.6)

[M (2), E] = 2

−i sinφ(σ · t2) −ν∗ cosφn2zσ0

ν cosφn2zσ0 −i sinφ(σ · t2)

 . (A.7)

where t1, t2 are the corresponding clockwise orthonormal vectors to the orthogonal projections

of ~n1, ~n2 on the (x, y) plane.

Consequently, the following equation holds

−i

σ · t1 0

0 −σ · t1

 sin Λ +

−i sinφ(σ · t2) −ν∗ cosφn2zσ0

ν cosφn2zσ0 −i sinφ(σ · t2)

 cos Λ = 0 .

By the second term, we obtain that cosφn2z cos Λ = 0. So there are 2 different possibilities.

(i) n2z = 0.

Therefore, ~n2 lives on the (x, y) plane, i.e., it coincides with the unit tangent t, and

~n1 = ±k̂. Also,

sinφ(σ · t2) cos Λ = 0 .

Consequently, we have sinφ = 0. Obtaining the family (4.5):

Mν
Λ = (σ0 ⊗ σ3) sin Λ + ((σ · ν)⊗ (σ · t)) cos Λ . (A.8)

Here, all vectors are unitary and on the (x, y) plane.

(ii) cosφ = 0.

Therefore, ~ν = ±k̂. Moreover,

(σ · t1) sin Λ = (σ · t2) cos Λ = 0 .

Consequently, the only case that is not contained above corresponds to sin Λ = 0, ~n2 = ±k̂,
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A.2. TIME REVERSAL SYMMETRY

and ~n1 coincides with the unit tangent. Obtaining the zigzag boundary conditions (4.6)

Mzz = ±(σ3 ⊗ σ3) .

Remark. The case Mac = (σ · ν)⊗ (σ · t), Mν
Λ with sin Λ = 0, defines the armchair boundary

conditions.

Symmetry Breaking

First, we compute the anticommutators of the operator E with M (1) and M (2), respectively.

{M (1), E} =

{~σ · ~n1, σ3} 0

0 −{~σ · ~n1, σ3}

 = 2

n1zσ0 0

0 −n1zσ0

 ,

{M (2), E} =

 sinφ{~σ · ~n2, σ3} −ν∗ cosφ[~σ · ~n2, σ3]

ν cosφ[~σ · ~n2, σ3] sinφ{~σ · ~n2, σ3}

 = 2

 sinφn2zσ0 iν∗ cosφ(σ · t2)

−iν cosφ(σ · t2) sinφn2zσ0

 .

Finally, following the same steps above, we obtain two possible cases: n2z = 0, ~n1 = ±k̂ or

sin Λ = 0, ~n2 = ±k̂. Resulting in the classes of matrices (4.7) and (4.8),

Mν
Λ′ = (σ0 ⊗ (σ · t)) cos Λ′ + ((σ · ν)⊗ σ3) sin Λ′ , (A.9)

M∞ = ±σ3 ⊗ (σ · t) , (A.10)

where ν ∈ R2 is a unit vector, t is the unit tangent vector and Λ′ ≡ π/2− Λ.

Remark. M∞ is associated with the infinite mass boundary conditions.

A.2 Time Reversal Symmetry

In 1987, Berry and Mondragon analyzed the two–component Dirac operator for neutrino

billiards, in particular, for the so–called Africa shape [16]. Based on the work of Porter [42] and

Sakurai [45], they studied discrete symmetries; such as time reversal symmetry conservation, for

the Dirac equation with a four–scalar potential V (r),

(σ · p+ V (r)σ3)Ψ = EΨ . (A.11)
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APPENDIX A. MIXING MATRICES FOR THE ELECTRON–HOLE AND TIME
REVERSAL SYMMETRIES

For two–component spinors, they define an antiunitary operator A with the form

A = UK ,

where U is unitary and K represents charge conjugation. States Ψ transform as

Ψ′ = AΨ = UK

Ψ1

Ψ2

 = U

Ψ∗1

Ψ∗2

 ,

and operators B transform as

B′ = ABA−1 = UKBKU∗ = UBU∗ . (A.12)

In particular, discrete symmetries, as the T–symmetry, are described by antiunitary operators.

The operator describing time reversal symmetry for two–component spinors is given by

T2 ≡ iσ2K =

 0 1

−1 0

K .
This transformation reverses both momentum and spin, as well as the first term of the Dirac

operator (A.11). If we include an electrical potential, there is not a sign change. Nonetheless,

the sign of V (r) is reversed because of the anticommutation relation of the Pauli matrices. Thus,

the presence of a four–scalar potential breaks the the time reversal symmetry.

Following the same outline for four–component spinors, the time reversal operator in the

valley isotropic representation is given by

T = −(σ2 ⊗ σ2)K =


0 0 0 1

0 0 −1 0

0 −1 0 0

1 0 0 0

K , (A.13)

where K is the complex conjugation operator [4]. It is easy to show that this transformation

also reverses both momentum and spin. The eigenvalue equation of the Dirac Hamiltonian (1.1)

clearly satisfies this symmetry. Besides, a four–scalar potential potential V (r)(σ3⊗σ3) does not

break T–symmetry for four–component spinors. The same happens if we include an electrical

potential.
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A.2. TIME REVERSAL SYMMETRY

If M commutes with T , then the T–symmetry is preserved. The T–symmetry is broken

when M anticommutes with T . The first case implies that the mixing angle satisfies Λ = {0, π},

and the second, Λ = {π/2, 3π/2}. The explicit computations are below.

Firstly, we compute the anticommutator between M (1) and T ,

{M (1), T } = −{σ0 ⊗ ~σ · ~n1, (σ2 ⊗ σ2)K} ,

= −σ2 ⊗ {~σ · ~n1, σ2K} ,

= −σ2 ⊗ ((~σ · ~n1)σ2 + σ2(~σ∗ · ~n1))K ,

= 0 .

In the last step, we used the anticommutation relation of the Pauli matrices. Thus, the symmetry

is broken when cos Λ = 0. Next, we compute the commutator between M (2) and T ,

[
M (2), T

]
= − [~ν · ~σ ⊗ ~n2 · ~σ, (σ2 ⊗ σ2)K] ,

= −(~ν · ~σ)σ2 ⊗ (~n2 · ~σ)σ2K + σ2(~ν · ~σ∗)⊗ σ2(~n2 · ~σ∗)K ,

= 0 .

Again, we used the anticommutation relation of the Pauli matrices in the last step. The sym-

metry is preserved only if sin Λ = 0.
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Appendix B

Parity and Charge Conjugation

Symmetries

In this appendix, we include two other discrete symmetries: parity and charge conjuga-

tion. Both symmetries together with the time reversal symmetry constitute the so–called CPT–

symmetry. The CPT theorem establishes that the CPT symmetry holds for all physical phenom-

ena, or more precisely, that any Lorentz invariant local quantum field theory with a hermitian

Hamiltonian must have CPT symmetry.

B.1 Parity

The operator associated to parity symmetry is defined by

P ≡ σ1 ⊗ σ3 =


0 0 1 0

0 0 0 −1

1 0 0 0

0 −1 0 0

 .

Therefore, the Hamiltonian (1.1) transforms as

H ′ = PHP∗ = −H . (B.1)
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B.1. PARITY

It corresponds to a flip in the (pseudo) momentum p → −p, through the transformation

σ1 → −σ1, σ2 → −σ2, σ3 → σ3. The wavefunction transforms as

ψ′ ≡ Pψ =
(
ψ3,−ψ4, ψ1,−ψ2

)T
. (B.2)

In presence of parity, the boundary conditions restrict mixing matrices (2.8) to commute with

P. We have two families,

M1 = (σ0 ⊗ σ3) sin Λ + ((σ · ~ν(y,z))⊗ (σ · t)) cos Λ , (B.3)

M2 = ±σ1 ⊗ σ3 . (B.4)

Here ~ν(y,z) is a unit vector in the (y, z) plane. The first family includes the infinity mass boundary

conditions. The second case is not self–adjoint due to it corresponds to a rotation of the zigzag

boundary conditions.

The proof of the self–adjointness is straightforward for the case ~ν(y,z) = k̂. In that case, the

domain of the operator is D(TΛ)⊕D(T−Λ). The case ~ν(y,z) 6= k̂ can be transformed to the case

~ν(y,z) = k̂ through the unitary transformation defined by the matrix

U =
1√

2− 2 sinφ

 cosφ i(sinφ− 1)

i(sinφ− 1) cosφ

⊗ σ0 . (B.5)

Due to the Dirac Hamiltonian is invariant under this transformation, the final steps of the

self–adjointness of the corresponding operator are analogous to that described in Chapter 3.

Otherwise, the mixing matrices that anticommute with P, breaking the P–symmetry, are given

by

M3 = (σ0 ⊗ (σ · t)) sin Λ + ((σ · ~ν(y,z))⊗ σ3) cos Λ , (B.6)

M4 = ±σ1 ⊗ (σ · t) . (B.7)

It is straightforward to shown that the Dirac Hamiltonian associated to the boundary conditions

defined by M3 is self–adjoint in the domain D(Tπ/2−Λ)⊕D(TΛ−π/2) for sin Λ 6= 0 at the boundary.

In particular, they satisfy the desired lower bound for the spectral gap. On the other hand, M4

is a rotation of the infinity mass boundary condition; thus, it is self–adjoint in its domain and

it holds Theorem 3.1 for B = 1.
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APPENDIX B. PARITY AND CHARGE CONJUGATION SYMMETRIES

B.2 Charge Conjugation

Charge parity corresponds to an inversion of the electrical charge of the particle, i.e., e→ −e.

This symmetry switches all particles with their corresponding antiparticles. For two–component

spinors, the antiunitary operator is given by [16]

C2 ≡ σ1K .

The C–symmetry reverses momentum and energy, but no spin. The sign of a 4–scalar potential

is also reversed.

For four–spinors, the corresponding operator associated to this symmetry is defined by

C = i(σ1 ⊗ σ1)K =


0 0 0 i

0 0 i 0

0 i 0 0

i 0 0 0

K , (B.8)

where K is the complex conjugation operator.

The Hamiltonian (1.1) transform as

H ′ = CHC∗ = −H , (B.9)

and, four-spinors transforms as

ψ′ = Cψ =
(
iψ∗4, iψ

∗
3, iψ

∗
2, iψ

∗
1

)T
. (B.10)

In presence of a non–zero magnetic field, the Dirac Hamiltonian corresponds to σ · (p + eA).

This eigenvalue equation preserves charge conjugation symmetry for eigenspinors ψ′ defined in

(B.10) with energy −E. Thus, the minimal coupling term transforms as p+ eA→ −(p+ eA).

In presences of charge conjugation symmetry, the boundary conditions restrict mixing ma-

trices (2.8) to commute with C. We have two families,

M5 = (σ0 ⊗ (σ · t)) sin Λ + (σ3 ⊗ σ3) cos Λ , (B.11)

Mac = (σ · ν)⊗ (σ · t) . (B.12)
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B.2. CHARGE CONJUGATION

The first family includes the zigzag boundary conditions, and the second corresponds to the

armchair boundary conditions. M5 is a particular case of M3 for ~ν(y,z) = k̂.

The mixing matrices (2.8) anticommuting with C break the charge conjugation symmetry.

We have two families,

M6 = (σ0 ⊗ σ3) sin Λ + (σ3 ⊗ (σ · t)) cos Λ , (B.13)

M7 = (σ · ν)⊗ σ3 (B.14)

The first includes the infinity mass boundary conditions case and it is a particular case of M1

for ~ν(y,z) = k̂. The Dirac operator with boundary conditions defined by M7 is not self–adjoint

because of it corresponds to a rotation of the zigzag boundary conditions.
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Appendix C

Symmetries on Carbon Nanotubes

The structure of carbon nanotubes (CNTs), also called single–walled carbon nanotubes

(SWCNTs), has been explored using high–resolution transmission electron microscopy tech-

niques, yielding direct confirmation that CNTs are seamless cylinders derived from the hon-

eycomb lattice representing a single atomic layer of a graphene sheet. Their diameter varies

from 0.6 to about 3 nm [22]. The geometry of CNTs is defined by the chiral angle η, which

corresponds to the angle between the lattice vector and the zigzag direction of the honeycomb

lattice.

Figure C.1: Schematic of a graphene sheet and definition of geometrical parameters for describing a
CNT. Image of [28].
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The structure of CNTs is described by the chiral vector Ch, also known as circumference

vector, which represents the full circumference of the tube

Ch = na1 +ma2 ,

where a1,a2 are the lattice vectors given in equation (1.2), and n,m are two integers defining

the carbon nanotube indices (n,m) [43, 44]. Furthermore, we can define the translation vector

Th, also known as the propagation vector, representing the periodicity of the CNT along the

tube axis. It can be obtained using that this vector is orthogonal to Ch, see [23, 33]. With

those two vectors, we have completely determined the structure of the CNT unit cell (shaded

in Figure C.1) and thus, the full nanotube as well. In figure C.1, the so–called chiral angle η is

defined as the angle between Ch and a1. If either n = 0 or m = 0, the chiral angle is 0◦ and

there exists a zigzag structure. If n = m, the chiral angle is 30◦ and there exists an armchair

structure. All other cases show chiral angles between 0◦ and 30◦.

In particular, we can identify the diameter of the nanotube as

dt ≡
|Ch|
π

=
a
√
n2 +m2 + nm

π
.

It is known that carbon nanotubes are metallic for certain chiral angles, it means that there is

no gap energy around zero [29, 44]. Those cases correspond when 2n+m is multiple of 3, see,

e.g. [5] for a complete explanation. All armchair structures are metallic and two–third of the

other kind of structures too. The remaining cases are semiconductive, and they could be used

to design semiconductor devices [41].

Within the context of spectral theory, the resulting Dirac Hamiltonian associated with the

nanotubes [32] is given by

H ′ = σ3 ⊗ (ση · p) = −i

ση · ∇ 0

0 −ση · ∇

 , (C.1)

which results as a unitary transformation H ′ = UHU∗ of the honeycomb lattice Dirac Hamil-

tonian (1.1). Here, the unitary matrix U is given by U = UηU
′, with
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APPENDIX C. SYMMETRIES ON CARBON NANOTUBES

Uη ≡ eiησ3/2 ⊗ eiησ3/2 =



eiη 0 0 0

0 1 0 0

0 0 1 0

0 0 0 e−iη


, (C.2)

U ′ ≡ 1

2
(σ0 + σ3)⊗ σ0 +

1

2
(σ0 − σ3)⊗ σ3 =

σ0 0

0 σ3

 , (C.3)

and ση are the first two Pauli rotated by the chiral angle η of the tube,

ση ≡ eiησ3/2(σ1, σ2)e−iησ3/2 . (C.4)

Moreover, we have that spinors ψ and its respective boundary matrix M transform as

ψ′ ≡ Uψ and N ≡ UMU∗ .

Thus, an eigenspinor of H ′ is given by

ψ′ ≡
(
ψ′1, ψ

′
2, ψ

′
3, ψ

′
4

)T
=
(
eiηψ1, ψ2, ψ3,−e−iηψ4

)T
,

and, the 4× 4 boundary matrices are given by

N = (σ0 ⊗ ~ση · ~n′1) sin θ + (σ3 ⊗ ~ση · ~n′2) cos θ + (ση · ν ′1 ⊗ σ0) cos θ + (ση · ν ′2 ⊗ ση · n) sin θ ,

(C.5)

where ~n′1,~n
′
2 are three–dimensional vectors such that ~n′1 ⊥ ~n′2 ⊥ ~n and |~n′1| = |~n′2|; ν ′1,ν ′2 are

two–dimensional vectors such that |ν ′1| = |ν ′2|; and |~n′1|2 + |ν ′1|2 = 1. In terms of the parameters

defined on Chapter 2, we have

~n′1 = (t sinφ cos Λ, sin Λ)T , ν ′1 = ν cosφ cos Λ ,

~n′2 = (t sin Λ,− sinφ cos Λ)T , ν ′2 = ν ′ cosφ cos Λ ,

with ν ′ the (clockwise) orthonormal vector to ν. The family matrices presented in [32] are a

subset of (C.5). Since the geometry of the CNTs, the outward unit normal to the boundary ~n is

completely determined by the chiral angle. Besides, it is straightforward to notice from Figure
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C.1. ELECTRON–HOLE SYMMETRY

C.1 that

~n = (sin η, cos η, 0)T . (C.6)

In the same way, an operator A, defining a certain symmetry, transforms as

A′ = UAU∗ . (C.7)

We continue this appendix with the relevant physical symmetries in carbon nanotubes.

C.1 Electron–Hole Symmetry

The operator defining this symmetry, E = σ3 ⊗ σ3, transforms as

E ′ = UEU∗ = σ0 ⊗ σ3 . (C.8)

Since the matrix U satisfies the commutation relation [E , U ] = 0, the eigenvalue equation for H ′

satisfies electron–hole symmetry for the eigenspinor

ψ̃ = E ′ψ′ =
(
ψ′1, ψ

′
2, ψ

′
3,−ψ′4

)T
with energy −E.

C.2 Time Reversal Symmetry

The operator defining the time reversal symmetry for nanotubes is given by

T ′ = (σ0 ⊗ σ2)K . (C.9)

Since the Hamiltonian H ′ commutes with T ′, the spinor

ψ̃ = T ′ψ′ =
(
−iψ′∗2 , iψ′∗1 ,−iψ′∗4 , iψ′∗3

)T
satisfies the eigenvalue equation of H ′ with energy E too.
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C.3 Charge Conjugation

The operator defining charge conjugation for nanotubes is given by

C′ = −i(σ2 ⊗ σ2)K (C.10)

Since the Hamiltonian H ′ anticommutes with C′, the spinor

ψ̃ = K′ψ′ =
(
−iψ′∗4 , iψ′∗3 , iψ′∗2 ,−iψ′∗1

)T
satisfies the eigenvalue equation of H ′ with energy −E.

C.4 Parity

The operator defining parity for nanotubes is given by

P ′ = σ1 ⊗ σ0 (C.11)

Since the Hamiltonian H ′ anticommutes with P ′, the spinor

ψ̃ = P ′ψ′ =
(
ψ′3, ψ

′
4, ψ

′
1, ψ

′
2

)T
satisfies the eigenvalue equation of H ′ with energy −E.

C.5 Pseudo–Spin–Flip Symmetry

Due to the cylindrical geometry of carbon nanotubes, there exists another kind symmetry; the

so–called pseudo–spin–flip symmetry. We refer to pseudo–spin as the intrinsic label defining each

sublattice. A flip in this variable implies an interchange of the sites between both sublattices.

For CNTs, the axis coincides with the z–axis, thus the symmetry corresponds to make a 180◦

degree turn around that axis (or a reflection over the x–y plane): z → −z. The operator defining

this symmetry is given by

ρz = iσ1 ⊗ σ3 (C.12)
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Since the Hamiltonian H ′ commutes with ρz, the spinor

ψ̃ = ρzψ
′ =

(
iψ′∗3 ,−iψ′∗4 , iψ′∗1 ,−iψ′∗2

)T
satisfies the eigenvalue equation of H ′ with energy E too.
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Appendix D

Technical Lemmas

In this appendix, we include the technical lemmas necessary to show the self–adjointness

of two–valley four–component Dirac operators on two–dimensional domains. The heuristic ap-

proach consists in to reproduce the structure of reference [13] for four–spinors. For simplicity, we

only include Dirac operators with boundary conditions conserving (breaking) the electron–hole

symmetry. The proof for general boundary conditions, described by the four–parameter family

M in (2.8) is straightforward.

Henceforth, we will change the notation of the Dirac operators because of the number of

parameters. We (re)define H(M) as the operator acting as H in the domain

D(H(M)) = {u ∈ H1(Ω,C4) |P−(M)γu = 0} ,

where P±(M) ≡ (1±M)/2, and M is defined as (2.8) or a particular case of it.

We start with general considerations to introduce the technical lemmas. Next, we proof

the self–adjointness in the unit circle. After, we extend the result using Riemann mapping to

general planar domains. We finish with the extension of [14], determining the lower bound for

the lowest eigenvalue, in absolute value.
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D.1 General Considerations

We define

K̃ = {u ∈ L2(Ω,C4)
∣∣ Hu ∈ L2(Ω,C4)} , (D.1)

equipped with the graph–norm ‖u‖K̃ = ‖u‖2 +‖Hu‖2. By [13, Lemma 2.1], K̃ is a Hilbert space

and C∞(Ω,C4) is dense in K̃. Moreover, by [13, Lemma 2.2], we have that D(H∗(M)) ⊂ K̃ and

K̃ ⊂ H1
loc(Ω,C4).

In the following lemma, we show that if a spinor v is in the domain of the adjoint operator

of H(M), then it satisfies the condition P−(M)γv = 0. This is an extension of [13, Lemma 2.3].

Lemma D.1. The trace operator γ extends to a continuous map

γ : K̃ → H−1/2(∂Ω,C4) .

Moreover,

1. If v ∈ D(H∗(Mν
Λ)), then P−(Mν

Λ)γv = 0. An equivalent formulation is γv4 =
(

1−sin Λ
cos Λ

)
νtγv1

and γv3 =
(

1+sin Λ
cos Λ

)
νt∗γv2.

2. If v ∈ D(H∗(Mν
Λ′)), then P−(Mν

Λ′)γv = 0. An equivalent formulation is γv2 = t sec Λ′γv1−

tν∗ tan Λ′γv3 and γv4 = −tν tan Λ′γv1 + t sec Λ′γv3.

3. If v ∈ D(H∗(M∞)), then P−(M∞)γv = 0. An equivalent formulation is γv1 = t∗γv2 and

γv3 = −t∗γv4.

Remark 1. In the third case, we took the positive version of M∞. In the negative version, we

have the conditions γv1 = −t∗γv2 and γv3 = t∗γv4.

Remark 2. For zigzag boundary conditions, the condition P−(Mzz)γv = 0 implies that two

components of the spinor cancel at the boundary, depending on the case.

Proof Lemma D.1.

The fact that γ extends to a continuous map from K̃ to H−1/2(∂Ω,C4) follows straightforwardly

from [13, Lemma 2.3].

Let v ∈ D(H∗(M)) and u ∈ D(H(M)), then using (2.5) we have that

i

∫
∂Ω

(γv, σ0 ⊗ (n · σ)γu)C4 =

∫
Ω

(Hv, u)C4 − (v,Hu)C4 = 〈H∗(M)v, u〉 − 〈v,H(M)u〉 = 0 .
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Choosing f = γu = P+(M)f and since by (2.7), it satisfies that P+(M)(σ0 ⊗ (σ · n)) =

(σ0 ⊗ (σ · n))P−(M). Then,

(γv, (σ0 ⊗ (σ · n))f)C4 = (γv, (σ0 ⊗ (σ · n))P+(M)f)C4 ,

= (γv, P−(M)(σ0 ⊗ (σ · n))f)C4 ,

= (P−(M)γv, (σ0 ⊗ (σ · n))f)C4 .

In the last step, we used that P−(M) is self–adjoint. Thus, it holds that P−(M)γv = 0. After

that, we can write explicitly the matrix M to find the relation between the components of γv

in each case.

Case 1.

We compute γv for the case Mν
Λ,

Mν
Λ = ((σ · ν)⊗ (σ · t)) cos Λ + (σ0 ⊗ σ3) sin Λ ,

Mν
Λ =

0 ν∗

ν 0

 cos Λ⊗

0 t∗

t 0

+

σ3 0

0 σ3

 sin Λ ,

Mν
Λ =


0 0 0 ν∗t∗

0 0 ν∗t 0

0 νt∗ 0 0

νt 0 0 0

 cos Λ +



1 0 0 0

0 −1 0 0

0 0 1 0

0 0 0 −1


sin Λ .

Then, for v = (v1, v2, v3, v4)T , the condition P−(Mν
Λ)γv = 0 is equivalent to the following system

of equations,

(1− sin Λ)γv1 − cos Λν∗t∗γv4 = 0 ,

(1 + sin Λ)γv2 − cos Λν∗tγv3 = 0 ,

(1− sin Λ)γv3 − cos Λνt∗γv2 = 0 ,

(1 + sin Λ)γv4 − cos Λνtγv1 = 0 .
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These can been rewritten as

γv4 =

(
1− sin Λ

cos Λ

)
νtγv1 ; γv3 =

(
1 + sin Λ

cos Λ

)
νt∗γv2 ,

or as

γv1 =

(
1 + sin Λ

cos Λ

)
ν∗t∗γv4 ; γv2 =

(
1− sin Λ

cos Λ

)
ν∗tγv3 .

We recall that, in the usual convention, the first and fourth components correspond to the spin

components of the spinor associated with the sublattice A and the second and third components

correspond to the sublattice B. Thus, these boundary conditions only mix the spinor components

related to the same sublattice.

Case 2.

We compute γv for the case Mν
Λ′ .

Mν
Λ′ =


0 t∗ 0 0

t 0 0 0

0 0 0 t∗

0 0 t 0

 cos Λ′ +


0 0 ν∗ 0

0 0 0 −ν∗

ν 0 0 0

0 −ν 0 0

 sin Λ′ .

Then, the condition P−(Mν
Λ′)γv = 0 is equivalent to the following system of equations,

γv1 = t∗ cos Λ′ γv2 + ν∗ sin Λ′ γv3 ,

γv2 = t cos Λ′ γv1 − ν∗ sin Λ′ γv4 ,

γv3 = t∗ cos Λ′ γv4 + ν sin Λ′ γv1 ,

γv4 = t cos Λ′ γv3 − ν sin Λ′ γv2 .

These can been rewritten as

γv2 = t sec Λ′γv1 − tν∗ tan Λ′γv3 ,

γv4 = −tν tan Λ′γv1 + t sec Λ′γv3 .

In this case, the boundary conditions mix spinor components of both sublattices.
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Case 3.

We compute γv for the case M∞.

M∞ =


0 t∗ 0 0

t 0 0 0

0 0 0 −t∗

0 0 −t 0

 .

Then, the condition P−(M∞)γv = 0 is equivalent to

γv1 = t∗γv2 ,

γv3 = −t∗γv4 .

Again, we notice that the components of the spinor related to different sublattices are mixed,

but there is not valley mix. In this case, the mixing is through a rotation around the z–axis due

to the phase of the tangent unit vector.

D.2 The Unit Circle

Note that Dirac Hamiltonian (1.1) acts as

Hu(z) = −2i


0 ∂z 0 0

∂z∗ 0 0 0

0 0 0 ∂z

0 0 ∂z∗ 0

u(z) = −2i


∂zu2(z)

∂z∗u1(z)

∂zu4(z)

∂z∗u3(z)

 .

Here, we introduced the Cauchy–Riemann derivatives ∂z = 1
2(∂1 − i∂2) and ∂z∗ = 1

2(∂1 + i∂2).

Furthermore, we introduce the Cauchy kernel and its conjugate,

(Kf)(ζ) =
1

2πi

∫
∂Ω

f(z)

z − ζ
dζ ,

(Kf)(ζ) = − 1

2πi

∫
∂Ω

f(z)

z∗ − ζ∗
dζ∗ .
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These operators are defined from C∞(∂Ω,C) to C∞(∂Ω,C). We construct an operator in

C∞(∂Ω,C4) given by

S̃ = σ0 ⊗

K 0

0 K

 =



K 0 0 0

0 K 0 0

0 0 K 0

0 0 0 K


. (D.2)

On the unit circle S, the operators K and K are explicit when they act on the standard

orthonormal basis

en(θ) = (2π)−1/2einθ ∈ L2(S,C) ,

in the standard parametrization of S. To prove our next two lemmas, we need the technical

result [13, Proposition 2.5], which we reproduce here for completeness. After that, we continue

the proof of Theorem 1.1 establishing properties on the unitary disc, Ω = D and then finish it

for general domains by using the Riemann mapping theorem.

Proposition D.2 (Proposition 2.5, [13]). If Ω = D and K,K are defined as above, then for all

s ∈ [−1/2, 1/2]

1. K and K extend to bounded operators from H−1/2(S,C) to L2(D,C).

2. For all f ∈ Hs(S,C), we have ∂z∗Kf = 0 and ∂zKf = 0 with derivatives taken in the

sense of distributions.

3. γK and γK extend to bounded operators on Hs(S,C), and they are self–adjoint projections

onto span{en|n ≥ 0} and span{en|n ≤ 0}, respectively.

4. γK + γK = 1 + 〈e0, ·〉 e0 when acting on Hs(S,C).

5. For β ∈ C1(S,C) and s = −1/2 or s = 1/2 the commutators [β, γK] and [β, γK] are

bounded from Hs(S,C) to Hs+1/2(S,C).

Now, using this proposition, we can extend [13, Lemma 2.6] to four–spinors.
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Lemma D.3. Let Ω = D and assume v ∈ K̃. Then, γS̃((σ0 ⊗ σ · n)γv) ∈ H1/2(S,C4).

Proof Lemma D.3.

Let f ∈ C∞(S,C4) and the sequence (vn) ∈ C1(D,C4), with (vn)→ v ∈ K̃. By Proposition D.2

(iii), γS̃ is self–adjoint. Then,

−i
∫
S

(
γS̃((σ0 ⊗ σ · n)γvn), f

)
C4

= −i
∫
S
((σ0 ⊗ σ · n)γvn, γS̃f)C4

=
〈
vn, HS̃f

〉
−
〈
HS̃vn, f

〉
,

where the last term above cancels since, by Proposition D.2 (ii), HS̃f = 0. Hence, by Cauchy–

Schwarz

∣∣∣∣∫
S

(
γS̃((σ0 ⊗ σ · n)γvn), f

)
C4

∣∣∣∣ ≤ ‖Hvn‖L2(D,C4)

∥∥∥S̃f∥∥∥
L2(D,C4)

≤ CK‖Hvn‖L2(S,C4)‖f‖H−1/2(D,C4) .

In the last step we used Proposition D.2 (i). Taking the limit n→∞, we obtain that γS̃((σ0 ⊗

σ ·n)γv extends to a continuous functional on H−1/2(S,C4) and thus, it can be identified with

a function in H1/2(S,C4).

On the unit circle, the following lemma states that for v ∈ K̃ then γv ∈ H1/2(S,C4).

Lemma D.4. Let Ω = D and α, β ∈ C1(S,C) be nowhere vanishing functions. Assume that

v = (v1, v2, v3, v4)T ∈ K̃, and it satisfies one of the following options:

1. γv1 = βγv4 and γv2 = αγv3 as an equality in H−1/2(S,C).

2. γv2 = αγv1 + βν∗γv3 and γv4 = βνγv1 + αγv3 as an equality in H−1/2(S,C).

3. γv1 = βγv2 and γv3 = αγv4 as an equality in H−1/2(S,C).

Then, γv ∈ H1/2(S,C4).

Remark 3.

1. In the second case, we can relax the restriction on β, which can be allowed to vanish on S;

however, the restriction on α is strict.

2. In view of Lemma D.1, v ∈ D(H∗(M)) satisfies the respective hypotheses of Lemma D.4.

This implies that D(H∗(M)) ⊂ D(H(M)), respectively in each of the three cases.
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3. For zigzag boundary conditions, two components of the spinor v cancel on the boundary.

Consequently, we cannot be use the completeness argument of operators γK, γK to conclude

that γv ∈ H1/2(S,C4).

Proof Lemma D.4.

We define the spinor f = (σ0 ⊗ σ · n)γv. The components of f satisfy

f1 = n∗γv2 , f2 = nγv1 , f3 = n∗γv4 , f4 = nγv3 . (D.3)

Therefore, Lemma D.3 states that

γKf1, γKf3 ∈ H1/2(S,C) and γKf2, γKf4 ∈ H1/2(S,C) . (D.4)

Case 1.

We have, by Lemma D.1, for the boundary conditions P−(Mν
Λ)γv = 0,

γv1 =

(
1 + sin Λ

cos Λ

)
ν∗t∗γv4 = βγv4 ,

γv2 =

(
1− sin Λ

cos Λ

)
ν∗tγv3 = αγv3 ,

where α, β do not vanish provided that cos Λ(s) 6= 0 for all s ∈ S. Moreover, we note that

α−1 = βν2. Therefore, due to the boundary conditions, the components of f satisfy f4 = β̃ν2f1

and f2 = β̃f3, where β̃ = n2β is a C1–function as well as β̃ν2.

Now, for f2 we use (D.3),

γKf2 = γK(β̃f3) = β̃γKf3 − [β̃, γK]f3 .

Clearly, the first term is in H1/2(S,C). Furthermore, by Proposition D.2 (i) and since β̃ does

not vanish in S, the second term [β̃, γK]f3 ∈ H1/2(S,C) and the same holds for f4. So we obtain

that f ∈ L2(S,C4), and using the orthogonal complement of the projections, by Proposition D.2

(iv), we conclude that f ∈ H1/2(S,C4). Finally, since (σ0 ⊗ σ · n)2 = 1, the same conclusion

holds for γv.
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Case 2.

By Lemma D.1, we have for boundary conditions P−(Mν
Λ′)γv = 0:

γv2 = t sec Λ′γv1 − tν∗ tan Λ′γv3 = αγv1 + βν∗γv3 ,

γv4 = −tν tan Λ′γv1 + t sec Λ′γv3 = βνγv1 + αγv3 ,

where α, β are C1(S,C) nowhere vanishing functions provided that cos Λ′(s) 6= 0 for all s ∈ S.

The components of f satisfy:

f1 = (n∗)2αf2 + ν∗(n∗)2βf4 and f3 = (n∗)2βf2 + ν(n∗)2αf4 .

We note that f1, f3 are linear combinations of f2, f4 with C1(S,C) nowhere vanishing functions.

Therefore, we can proceed in the same way as in the previous case to show that γKf1, γKf3 ∈

H1/2(S,C), do the same with γKf2, γKf4 ∈ H1/2(S,C) and conclude that γv ∈ H1/2(S,C4). If

sin Λ′ = 0, i.e., β = 0, we conclude that γv ∈ H1/2(D,C4) through the same procedure given

below in the infinity mass case.

Case 3.

By Lemma D.1 we have for M∞,

γv1 = t∗γv2 = βγv2 ,

γv3 = −t∗γv4 = −βγv4 .

We just have β = −α = t∗ which clearly are C1(S,C) nowhere vanishing functions. The

components of f satisfy that f2 = n2t∗f1 = β̃f1 and f3 = −n2t∗f4 = −β̃f4. Finally, we can

follow the same steps given in the case 1 for f2, f4 and conclude that γv ∈ H1/2(S,C4).

D.3 Riemann Mapping and the Self–adjointness Proof

Since ∂Ω is a C2–boundary, there exists a C1 conformal mapping F : Ω → D with inverse G

[39, Theorem 3.5, p. 48]. Consider the map U defined by (Uf)(z) = f(G(z)) mapping functions

on Ω to functions on D. Furthermore, U also maps functions on ∂Ω to functions on S. By

[13, Lemma 2.8] U : L2(Ω) → L2(D) is bounded with bounded inverse. Moreover, U defines a
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bounded bijection from Hs(∂Ω) to Hs(S) with bounded inverse, for all s ∈ [−1, 1].

Lemma D.5. When Ω is simply connected and has C2–boundary, we define U as above, also

1. If v ∈ D(H∗(Mν
Λ)), then Uv = (u1, u2, u3, u4)T ∈ K̃(D) and on the boundary γv1 = βγv4

and γv2 = αγv3 as identities in H−1/2(S), where α = U
(
νt∗ cos Λ
1−sin Λ

)
and β = U

(
νt cos Λ
1−sin Λ

)
are C1(S,C).

2. If v ∈ D(H∗(Mν
Λ′)), then Uv = (u1, u2, u3, u4)T ∈ K̃(D) and on the boundary γv2 =

αγv1 + βν∗γv3 and γv4 = βνγv1 + αγv3 as identities in H−1/2(S), where α = U(t sec Λ′)

and β = −U(t tan Λ′) are C1(S,C).

3. If v ∈ D(H∗(M∞)), then Uv = (u1, u2, u3, u4)T ∈ K̃(D) and on the boundary γv1 = βγv2

and γv3 = αγv4 as identities in H−1/2(S), where α = Ut∗ and β = −Ut∗ are C1(S,C).

Proof Lemma D.5.

Assume v = (v1, v2, v2, v2)T is in the corresponding D(H∗(M)). Then, since ∂z∗G = 0, we have

by the chain rule,

∂zu2 = G′∂zv2 ∈ L2(D,C), ∂z∗u1 = (G′)∗∂z∗v2 ∈ L2(D,C),

∂zu4 = G′∂zv4 ∈ L2(D,C), ∂z∗u3 = (G′)∗∂z∗v3 ∈ L2(D,C) .

Finally, the corresponding boundary conditions for u follow from the boundary conditions sat-

isfied by v given in Lemma D.1.

Self–Adjointness Proof

We only show the simply connected case because the multiply connected case is straightforward

by [13].

Simply connected case. Let v ∈ D(H∗(M)). By Lemma D.1, we only have to prove that

γv ∈ H1/2(∂Ω,C4). By Lemma D.5, this is equivalent to show that γu = γUv ∈ H1/2(S,C4),

where U is the map defined above. Furthermore, u ∈ K̃(D) and its components u1, u2, u3, u4

satisfy the boundary conditions given in Lemma D.5. Since the corresponding functions α and

β vanish nowhere by assumption, we can apply Lemma D.4 and conclude the proof.
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D.4 Spectral Gaps of Dirac Hamiltonians

We take the boundary conditions associated with the matrix

Mν
Λ = sin Λ (σ0 ⊗ σ3) + cos Λ ((σ · ν)⊗ (σ · t)) .

Then, we have the following lemma concerning H(Mν
Λ).

Lemma D.6. Take H(Mν
Λ) satisfying the hypotheses of Theorem 3.1. If λ is the eigenvalue of

H(Mν
Λ) of smallest absolute value, then it satisfies

λ2 ≥ B2
Λλ

2
0 ,

with BΛ defined as (1.9) and λ0 the first positive eigenvalue of the operator with Λ = 0.

Proof Lemma D.6.

Assume Λ ∈ (0, π/2) such that BΛ = (1−sin Λ)/ cos Λ ∈ (0, 1). Take an eigenspinor u of H(Mν
Λ)

associated with the eigenvalue λ. Because of the boundary conditions P−(Mν
Λ)γu = 0, we obtain

that γu4 = BΛνtγu1 and γu2 = BΛν
∗tγu3. Then, we write u = v + w, such that

v = σ0 ⊗

BΛ 0

0 1

u and w = σ0 ⊗

1−BΛ 0

0 0

u .
We have that v ∈ D(H(Mν

Λ=0)) and w ∈ D(H(Mν
Λ=π/2)). Now,

λ2‖u‖2 = 〈Hu,Hu〉 = ‖Hv‖2 + ‖Hw‖2 + 2 Re 〈Hv,Hw〉 .

We compute:

‖Hw‖2 = (1−BΛ)2
(
‖(−i∂1 − ∂2)u1‖2 + ‖(−i∂1 − ∂2)u3‖2

)
,

〈Hv,Hw〉 = BΛ(1−BΛ)
(
‖(−i∂1 − ∂2)u1‖2 + ‖(−i∂1 − ∂2)u3‖2

)
,

‖Hv‖2 = ‖H(Mν
Λ=0)v‖2 ≥ λ2

0‖v‖
2 ≥ λ2

0B
2
Λ‖u‖

2 .

The last inequality holds because |BΛ| ≤ 1. Using this fact and combining the terms which
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include w, we obtain

λ2‖u‖2 = ‖Hv‖2 + (1−B2
Λ)
(
‖(−i∂1 − ∂2)u1‖2 + ‖(−i∂1 − ∂2)u3‖2

)
≥ λ2

0B
2
Λ‖u‖

2

which is the desired inequality. The other cases are analogous: it suffices to define v = σ0 ⊗−BΛ 0

0 1

u when Λ ∈ (π/2, π) or v = σ0⊗

1 0

0 ±BΛ

u for Λ ∈ (π, 3π/2) and Λ ∈ (3π/2, 2π),

respectively.

Proof of Corollary 4.1.

By the previous lemma, our problem is restricted to Λ = 0, so we focus our attention on finding

a lower bound to the eigenvalue of smallest absolute value λ0 of the operator H(Mν
Λ=0). Let

u, v ∈ D(H(Mν
Λ=0)), integrating by parts and using the (anti)commutation relation of the Pauli

matrices, we obtain

(H(Mν
Λ=0)u,H(Mν

Λ=0)v) =

∫
Ω

(∇u,∇v)C4 + i

∫
∂Ω

(u, (σ0 ⊗ σ3)t · ∇v)C4 .

We can explicitly write out the spinor components and introduce the boundary conditions u4 =

νtu1 and u2 = ν∗tu3,

(u, (σ0 ⊗ σ3)t · ∇v)C4 = u∗1t · ∇v1 − u∗2t · ∇v2 + u∗3t · ∇v3 − u∗4t · ∇v4 ,

= −u∗1v1t
∗t′ − u∗3v3t

∗t′

= −iκ(s)[u∗1v1 + u∗3v3]

= − i
2
κ(s)(u, v)C4 .

In the second equality, we used ∂st(s) = −κ(s)n(s), with κ(s) the curvature. Therefore,

(H(Mν
Λ=0)u,H(Mν

Λ=0)v) = (∇u,∇v) +
1

2

∫
∂Ω

(u, v)C4(s)κ(s) ds .

Following the same calculations as in [14, p.6–7] one gets λ2
0 ≥ 2π/|Ω|. Finally, using Lemma

D.6, we conclude that λ2 ≥ B2
Λ(2π)/|Ω|.
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Next, we consider the boundary conditions associated with the matrix

Mν
Λ′ = cos Λ′ (σ0 ⊗ (σ · t)) + sin Λ′ ((σ · ν)⊗ σ3) ,

where |ν| = 1. Using a unitary transformation, as explained below, one can transform this into

a analog case discussed above for Mν
Λ.

Lemma D.7. Take H(Mν
Λ′) satisfying the hypotheses of Theorem 3.1. If λ is the eigenvalue of

H(Mν
Λ′) of smallest absolute value, then it satisfies

λ2 ≥ B2
Λ′λ

2
0 .

with BΛ′ defined as (1.9), and λ0 is the he first positive eigenvalue of the operator with Λ′ = 0.

Proof Lemma D.7.

Define the unitary transformation given by the matrix Ũν = Uφ=πUν , where

Uν =

νσ0 0

0 σ0

 and Uφ=π =
1√
2

 1 1

−1 1

⊗ σ0 .

Using the unitary matrix Uν , we can restrict our attention to the case ν = 1. The unitary

matrix Uφ=π/2, defined in (3.4), diagonalizes the second term of Mν
Λ′ and keeps invariant the

first matrix term. This unitary matrix transforms the mixing matrix into

M̃Λ′ ≡ ŨνMν
Λ′Ũ

∗
ν = (σ0 ⊗ σ · t) cos Λ′ + (σ3 ⊗ σ3) sin Λ′ , (D.5)

and the Hamiltonian keeps invariant.

By Theorem 3.1, the corresponding operator H(M̃Λ′) is self–adjoint provided that cos Λ′ 6= 0

at ∂Ω. By definition, for u ∈ H(Mν
Λ′), it holds

λ2‖u‖2 = 〈Hu,Hu〉 =
〈
ŨνHŨ

∗
νu, ŨνHŨ

∗
νu
〉

= 〈Hũ,Hũ〉 = ‖Hũ‖2 ,

with ũ = Ũνu in the domain of H(M̃Λ′).

Assuming Λ′ ∈ (0, π/2), BΛ′ = (1 − sin Λ′)/ cos Λ′ ∈ (0, 1). Writing out the boundary

conditions explicitly, we obtain γũ2 = BΛ′tγũ1 and γũ3 = BΛ′t
∗γũ4. Then, we may write
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ũ = ṽ + w̃ , where

ṽ = diag{1, BΛ′ , BΛ′ , 1}ũ and w̃ = diag{0, 1−BΛ′ , 1−BΛ′ , 0}ũ .

This gives ṽ ∈ D(H(M̃Λ′=0)) and w̃ ∈ D(H(M̃Λ′=π/2)). Now, we compute

‖Hw̃‖2 = (1−BΛ′)
2
(
‖(−i∂1 − ∂2)ũ2‖2 + ‖(−i∂1 + ∂2)ũ3‖2

)
〈Hṽ,Hw̃〉 = BΛ′(1−BΛ′)

(
‖(−i∂1 − ∂2)ũ2‖2 + ‖(−i∂1 + ∂2)ũ3‖2

)
‖Hṽ‖2 =

∥∥∥H(M̃Λ′=0)ṽ
∥∥∥2
≥ λ2

0‖ṽ‖
2 ≥ λ2

0B
2
Λ′‖u‖

2

Using this, we analogously obtain that

λ2 ≥ λ2
0B

2
Λ′ .

Here, λ0 is the eigenvalue of H(Mν
Λ′=0) of smallest absolute value. The other cases are analogous:

it suffices to define ṽ = diag{1,−BΛ′ ,−BΛ′ , 1}ũ when Λ′ ∈ (π/2, π) or ṽ = diag{±BΛ′ , 1, 1,±BΛ′}ũ

for Λ′ ∈ (π, 3π/2) and Λ′ ∈ (3π/2, 2π), respectively.

Proof of Corollary 4.2.

By the previous lemma, our problem is restricted to Λ′ = 0, so we focus our attention on finding

a lower bound to the eigenvalue of smallest absolute value λ0 of the operator H(Mν
Λ′=0). Let

u, v ∈ D(H(Mν
Λ′=0)), integrating by parts and using the (anti)commutation relation of the Pauli

matrices, we obtain

(H(Mν
Λ′=0)u,H(Mν

Λ′=0)v) =

∫
Ω

(∇u,∇v)C4 + i

∫
∂Ω

(u, (σ0 ⊗ σ3)t · ∇v)C4 .

We can explicitly write out the spinor components and introduce the boundary conditions u4 =

tu3 and u2 = tu1,

(u, (σ0 ⊗ σ3)t · ∇v)C4 = −iκ(s)[u∗1v1 + u∗3v3] .

Therefore,

(H(Mν
Λ′=0)u,H(Mν

Λ′=0)v) = (∇u,∇v) +
1

2

∫
∂Ω

(u, v)C4(s)κ(s) ds .
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Again, following the same calculations as in [14, p.6–7] one gets λ2
0 ≥ 2π/|Ω|. Finally, using

Lemma D.7, we conclude that λ2 ≥ B2
Λ′(2π)/|Ω|.
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