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ABSTRACT 

 

 

 

 

A critical step in the formation of a new episodic memory (memories about our personal 

experiences) is to ensure that it will be stored in a different way than similar episodic memories 

previously acquired. Pattern separation, which is a mechanism that takes place in Dentate Gyrus 

(DG), would allow the discrimination of similar episodic memories by increasing the differences 

of synaptic inputs that reach DG. Disruptions of this memory discrimination have been related 

to cognitive impairment in aging, neuropsychiatric disorders and epilepsy. Thus, understanding 

the neuronal mechanism of pattern separation, which until now is not well understood, has 

important benefits for public health. 

The excitability regulation of DG is critical, as evidenced by deteriorated pattern separation 

when this excitability is experimentally enhanced. Somatostatin containing cells (SOM+), a type 

of GABAergic interneurons of DG are good candidates to control the excitatory inputs reaching 

DG, but its role in controlling the flow of information in the dentate gyrus circuitry remains 

elusive. Interestingly, recent evidences have shown an important role of SOM+ in the control 

of DG excitability and in the memory impairments, but its direct role in pattern separation have 

been not studied.  

In this thesis I tested the hypothesis that functional SOM+ are required for contextual 

discrimination through the control of DG excitability. For that purpose, I studied the effect of 

inhibition of SOM+ in DG excitability in anesthetized mice. Then, in a second experiment, in 
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awake mice I studied the effect of inhibition of SOM+ in behavioural tasks that need the pattern 

separation mechanism. Since I wanted to control the activity of SOM+, without affecting the 

activity of other members of the neural network, I chose the optogenetic as experimental 

approach. This technique allows a selective and fast manipulation of SOM+ activity. 

I found out that optogenetic suppression of SOM+ modulated the firing rate of putative 

excitatory cells and putative Parvalbumin containing cells (PV+), other type of GABAergic 

interneurons. Moreover, optogenetic stimulation impaired both contextual and spatial 

discrimination of overlapping recognition memories during task acquisition. These results 

suggest that SOM+ are required for successful pattern separation during episodic memory 

encoding. Indicating that SOM+ must be considered in future model of pattern separation 

mechanism. Specifically, I propose that SOM+ command a delayed feedback inhibition. 
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RESUMEN 

 

 

 

Un paso crítico en la formación de una nueva memoria episódica (memorias sobre nuestras 

experiencias personales) es garantizar que se almacene de una manera diferente a los recuerdos 

episódicos similares, previamente adquiridos. La separación de patrones, que es un mecanismo 

que tiene lugar en el Giro dentado (GD), permitiría la discriminación de recuerdos episódicos 

similares al aumentar las diferencias de los input sinápticos que llegan a GD. La incapacidad de 

generar esta discriminación se ha relacionado con el deterioro cognitivo en el envejecimiento, 

los trastornos neuropsiquiátricos y la epilepsia. Por lo tanto, comprender el mecanismo neuronal 

de la separación de patrones, que hasta ahora no se conoce bien, tiene importantes beneficios 

para la salud pública. 

La regulación de la excitabilidad del GD es crítica, como lo demuestra el deterioro que ocurre 

en la separación de patrones cuando se induce un aumento artificial de la excitabilidad de GD. 

Las células que contienen somatostatina (SOM +), un tipo de interneuronas GABAérgica de 

GD, son buenas candidatas para controlar los inputs excitatorios que alcanzan GD, pero su papel 

en el control del flujo de información en el circuito de GD sigue siendo difícil de entender. 

Curiosamente, las evidencias recientes han demostrado un papel importante de SOM + en el 

control de la excitabilidad DG y en las alteraciones de la memoria, pero su papel directo en la 

separación de patrones no se ha estudiado. 

En esta tesis puse a prueba la hipótesis de que se requieren las SOM+ para la discriminación de 

contextos similares a través del control de la excitabilidad de las células granulares de GD. Para 
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ese propósito, estudié el efecto de la inhibición de SOM + en la excitabilidad de GD en ratones 

anestesiados. Luego, en un segundo experimento, en ratones despiertos estudié el efecto de la 

inhibición de SOM + en tareas conductuales que necesitan el mecanismo de separación de 

patrones. Como quería controlar la actividad de SOM +, sin afectar la actividad de otros 

miembros de la red neuronal, elegí la optogenética como herramienta metodológica. Esta técnica 

permite una manipulación selectiva y rápida de la actividad de las SOM +. 

Descubrí que la supresión optogenética de la actividad de las SOM + modula la velocidad de 

disparo de un grupo de células que cumplen con los criterios fisiológicos de células 

glutaminérgicas del GD (cellas granulares y células  mossy) y de un grupo de células que 

cumplen con los criterios fisiológicos de células  que contienen Parvalbumin (PV +), un tipo de 

interneuronas GABAérgica del GD. Además, la estimulación optogenética perjudicó la 

discriminación contextual y espacial de memorias de reconocimiento similares. Estos resultados 

sugieren que se requieren las SOM + para una separación de patrones exitosa durante la 

codificación de memorias episódicas. Indicando que las SOM + deben ser consideradas en 

futuros modelos del mecanismo de separación de patrones. Específicamente, propongo que las 

SOM + dirigen una inhibición retrasada. 
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1. INTRODUCTION 

 

 

 

1.1 MEMORY SYSTEMS, EPISODIC MEMORY AND PATTERN SEPARATION 

 

Studies (Tulving, 1993, 2002; Squire, 2004, 2009; Squire and Wixted, 2011) about memory 

function in patients with cerebral lesions suggest the existence of several types of memories 

(Figure1). The concept of memory system was used to distinguish each type of memory.  This 

theoretical framework means that each memory system works with different kinds of 

information in different brain regions and uses different mechanisms (Tulving, 1993). 

 

 

 

 

 

 

 

 

 

1-Different kind of memory system.  

Figure 1: Different memory system that has been recognized. Note that each memory system 

take place in different brain regions. In this thesis will be important declarative memories 

(Extracted from Squire 2004).    

 

 

 



15 
 

15 
 

The different memory systems were clustered in two major sets (Figure 1). One of them was 

called declarative memory that refers to the capacity for conscious recollection about facts and 

events that allows memories to be compared and contrasted; thus, it can guide performance 

under a wide range of test conditions (Squire, 2004b). The other group was called non-

declarative memory that includes memory systems that support habit learning, skill learning, 

simple conditioning, and priming (Squire, 2004b, 2009b). Non-declarative memories are 

dispositional and are expressed through performance rather than recollection (Squire, 2004b; 

Squire and Wixted, 2011b).  

1.1.1 Episodic memory and patient HM  

 

In 1972 Endel Tulving proposed the distinction between two types of declarative memories, 

mainly based, in the kind of information that can be remembered; episodic and semantic 

memory. In the episodic memory, the stored information is about a person’s experience. In 

contrast, in semantic memories, the information is about words and verbal symbols and rules 

for manipulating these symbols. Episodic memories can be described in terms of its perceptible 

properties and its spatial and temporal relationship with other episodes (Tulving, 1972). Thus, 

episodic memory has an autobiographic component that depends on personal experience. On 

the other hand, semantic memory does not depend on experiences, and It is always the same 

because it is about concepts 

A paradigmatic episodic memory study is about memory capacities of a patient denominated 

HM (Squire, 2009b). HM was a patient that in 1953 had a bilateral medial temporal lobe 

resection carried out to relieve epilepsy. In 1957 Brenda Milner reported that the bilateral brain 

lesion of HM produced a profound forgetfulness in him but in the absence of any general 
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intellectual loss or perceptual disorders (Squire and Wixted, 2011b). Specifically, HM had 

incapacity for conscious recollection about his life's facts and events while he could acquire new 

motor skills (Squire, 2004b, 2009b). This finding supports the idea that several types of memory 

systems work independently and depend on the different brain regions. 

1.1.2 Medial temporal lobe  

 

Medial temporal lobe  is the structure that was damaged in HM (Squire, 2004b, 2009b) and 

other patients that had similar memory problems (Squire and Wixted, 2011b). Anatomical 

studies in human and non-human animals have allowed to understand its possible functional 

organization (Figure 2) (Burwell, 2000; Eichenbaum et al., 2007). The medial temporal lobe is 

integrated by the hippocampus, entorhinal, perirhinal, and parahippocampal cortices (Burwell, 

2000). he afferents to the perirhinal cortex come from neocortical areas that are implicated with 

sensory information about qualities of objects, that have been referred as “what information”, 

while inputs to the post rhinal cortex come from neocortical areas that process spatial 

information, which is referred as “where information” (Eichenbaum et al., 2007). Then, 

perirhinal and post rhinal cortex project to entorhinal cortex.  
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2-Schematic that represent the connectivity of Medial temporal lobe.   

Figure 2: Arrow and colour indicate the influence of each regions. Note that spatial information 

arrives to post rhinal cortex that then send information to Medial entorhinal cortex. On the other 

hand, contextual information arrives to perirhinal cortex that sends information to Lateral 

entorhinal cortex. Finally, both information is integrated in DG. (Extracted from Burwell 2000) 

 

Perirhinal cortex projects to the lateral entorhinal cortex (LEC). The parahippocampal cortex 

projects to the medial entorhinal cortex. Then the entorhinal information converges into 

Hippocampus (Burwell, 2000; Eichenbaum et al., 2007).  

The Hippocampus is a cortical structure that establishes loop connectivity with other cortical 

networks (Andersen et al., 2007; Watson et al., 2012). There are three regions within 
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Hippocampus (Figure 3), which are Dentate Gyrus (DG), CA1, and CA3. All three hippocampal 

divisions share the three-layered appearance characteristic (Andersen et al., 2007; Watson et al., 

2012). The principal cells of CA1 and CA3 are called pyramidal cells, while DG's principal cells 

are called granule cells (GCs). Projections from the entorhinal cortex reach the dendrites of DG's 

GCs, via the perforant path. The GCs project to CA3 pyramidal cells via the mossy fiber, then 

CA3 pyramidal cells do to CA1 pyramidal cells; finally, CA1 pyramidal cells project back into 

the entorhinal cortex. 

 

 

 

 

 

 

 

 

 

 

 

3-Schematic that show principal connectivity within hippocampal regions.  

Figure 3: Within the hippocampus three regions are recognized, Dentate Gyrus (DG), CA3 and 

CA1. DG is a region that receive axons from entorhinal cortex, specifically receive contextual 

information from Lateral perforant pathway and spatial information from Medial perforant 

pathway.  Within DG, GCs receive this activity and send axons to CA3 regions, where form 

synapsis with Pyramidal neurons. Pyramidal neurons send its axons to CA1 region, where form 

synapsis with other pyramidal neurons that finally project out of Hippocampus. (Extracted from 

Deng, Aimone, and Gage 2010) 
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1.1.3 Pattern separation: stage of episodic memory that takes place in DG 

 

A critical aspect of episodic memory formation is to ensure that memories recently acquired and 

stored will not affect the previously learned and consolidated memories. If similar memories 

cannot be distinguished, then interference could occur, and recent memories could distort or 

replace previous memories (Mcclelland et al., 1995). 

It has been suggested that our brain implements an algorithm that prevents catastrophic 

interference between similar episodes. This algorithm is called pattern separation, and this 

algorithm would increment the differences between the representations of similar episodes 

(O’Reilly and McClelland, 1994; Treves and Rolls, 1994; Yassa and Stark, 2011). There is 

evidence in rodents as well as in humans that show that the process of pattern separation takes 

place in the Hippocampus; specifically in a region of Hippocampus called Dentate Gyrus (DG)   

(Aimone et al., 2011; Yassa and Stark, 2011; Hunsaker and Kesner, 2013). 

In this thesis, I am interested in understanding how similar episodic memories are stored as two 

different memories, i.e., how is the mechanism of pattern separation. For this purpose, I used 

mice as models for this study. In the following section, I will first explain how mice can be used 

as models for studying this kind of memory. Second, I will show evidence that supports that 

pattern separation takes place in DG. Finally, I will show evidence that suggests an essential 

role of somatostatin containing cells (SOM+) of DG in pattern separation. 
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1.2 RECOGNITION MEMORY IN MICE: A MODEL FOR THE STUDY OF EPISODIC 

MEMORY AND PATTERN SEPARATION 

 

 

 In 1956 Robert Frantz used a method to study visual recognition. He showed that when a 

chimpanzee see two objects,  one familiar object (seen previously) and a new object, the 

chimpanzee has more visual fixation events for novel object indicating that information about 

the familiar object was successfully acquired and remembered. Later studies implemented this 

task (with some variants) in human infants, monkeys, and rats (Ennaceur;J.Delacour, 1988; 

Clark et al., 2000) suggesting that novel objects' preferences are preserved in mammals. In rats, 

this test was called “novel object recognition” (NOR) (Figure 4), and in monkeys was called 

“visual paired comparison” (VPC). Posterior studies showed that this test also depended on the 

medial temporal lobes structures, and then was accepted as a test for studying episodic memory 

(Clark et al., 2000).  

 

 

 

4-Novel object recognition task (NOR) 

Figure 4: In this test the time of exploration of each object during test phase is measured. Note 

that in test phase a new object replaces a familiar object.   
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1.2.1 Recognition memory and hippocampus: recollection and familiarity 

 

When an episode is being remembered, it is possible to recognize that one item is more familiar 

than others, It is also possible to remember some aspects like “when” or “where” the episode 

happened. Thus, two elements of the recognition memory task were postulated: familiarity and 

recollection (Yonelinas, 2001). "Recollection" gives information about the episode in which an 

object was founded, and "familiarity" allows to recognize the object without information about 

the context  (Squire et al., 2004; Eichenbaum et al., 2007).   

In search of the neuronal substrate of recollection and familiarity, different models have been 

proposed (Rugg and Yonelinas, 2003; Eichenbaum et al., 2007). Some theories suggest that 

medial temporal lobe support recollection and familiarity, thus lesion in this region would affect 

both processes (Squire et al., 2004). On the other hand, other theories propose that different 

regions of medial temporal lobe support recollection and familiarity (Eichenbaum et al., 2007), 

, specifically it has been suggested that Hippocampus is critical for "recollection" whereas the 

perirhinal cortex supports "familiarity" of specific stimuli  (Brown and Aggleton, 2001).  

Experiments in rodents support the idea that different regions of medial temporal lobes have 

different functions. Lesion of perirhinal cortex consistently impaired the performance in object 

recognition task but no affect spatial memory task (Ennaceur;Neave;Aggleton, 1996; Bussey et 

al., 1999; Eichenbaum et al., 2007). Conversely, a lesion in Hippocampus does not always affect 

NOR's performance  (Ennaceur;Neave;Aggleton, 1996; Bussey et al., 1999; Eichenbaum et al., 

2007). These results indicate that Hippocampus and perirhinal cortex have different functions 

and that these two brain regions would contribute to different aspects of recognition memory. 

In fact, the test that changes the object's position or the context where the object is presented 
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shows that selective hippocampal or parahippocampal lesions result in deficits in recognition 

memory (Eichenbaum, Yonelinas, and Ranganath 2007).Thus, Hippocampus and 

parahippocampal cortex may participate in spatial or contextual memory. In contrast, the 

perirhinal cortex would participate in object-recognition memory. 

 

1.2.2 Object in context and object in place. Two tests for the study of recollection memory 

 

 

It has been postulated that episodic memory is about happenings in particular places at particular 

times, or about “what” (what is remembered), “where” (where is remembered),  and “when” 

(where is remembered), that are types of personal report in studies about episodic memory in 

humans (Tulving, 2002; Dere et al., 2006). This important observation allows studying episodic 

memory in non-human animals without the need for language. Then, in the case of non-human 

animals the test that explores some of the dimension of episodic memory in human (“what,” 

“where,” and “when”) was called “episodic-like memory test” (Clayton et al., 2001; Dere et al., 

2006).  

Two are the principal tests used to study recollection memory; the object in context (OIC) and 

object in place test (OIP) (Figure 5). In the test phase of the object in context task, two objects 

are presented, one of them is in the same environment as in the sample phase, and the other 

object is in the different environment to the sample phase. In this test, rodents explore more time 

the object that is incongruent in the context (Dix and Aggleton, 1999), thus, although both 

objects were familiar, only one is congruent with the contextual background that was previously 

learned in sample phase. That indicates sensitivity to the association between a specific object 

and a particular background. In object in place, task rodents explore more time the object in a 
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novel position (Nick, 1997; Murai et al., 2007). Because this test is dependent on external cues, 

i.e it needs allocentric information, this task is considered to be a spatial task  (Murai et al., 

2007). 

 

 

 

 

 

5-Recollection task: Object in place and Object in context task   

Figure 5: In each test the time of exploration of each object during test phase is measured. A: 

in object in place task the position of an object changes B: in object in context task on object is 

congruent with the context while the other is incongruent with the context. 

 

In this thesis, I will adapt “object in context” and “object in place” task to study pattern 

separation in mice. In the case of “object in place”, previous work has done this in rats 

(Bekinschtein et al., 2013). The authors compare the discrimination performance when the 

object's separation is small and large (Figure 6).  The rationale is that in small separation is more 

difficult the discrimination, then pattern separation is necessary. In the case of “object in 

context”, to date, no adaptation of this test has been published to study pattern separation. Thus, 

the adaptation that I did in my thesis will be the first.   

 

 

 

A 
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6-Spatial pattern separation task 

Figure 6: Schematic that show spatial configuration for small and large separation. Left side of 

cartoon is the sample phase while the right side is the test phase, note that in test phase the 

discrimination of new position is more difficult in small separation. (extracted from 

Bekinschtein et al., 2013) 

 

1.3 PATTERN SEPARATION TAKES PLACE IN DG 

 

I mentioned in 1.1.3 that the pattern separation algorithm would increment the differences 

between similar episodes' representations (O’Reilly and McClelland, 1994; Treves and Rolls, 

1994; Yassa and Stark, 2011) Gilbert et.al (2001) studied pattern separation in rats. They studied 

spatial pattern separation, which happens when it is necessary to discriminate between a new 

spatial configuration and other similar spatial configuration, previously learned. In their 
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experiments, rats were trained to displace an object which covered food. Then, in a test phase, 

two objects were put. Rats had to choose between both objects; one object covered the place 

previously learned (correct choice), and other object covered another place (incorrect place). 

The incorrect object's election is interpreted, as that the spatial configuration of the incorrect 

object is confused with the spatial configuration of the correct object, i.e, the new and older 

spatial configuration are represented equally, they are not separated. Gilbert et.al studied the 

performance in rats, whose different regions of the Hippocampus were injured. Rats that were 

injured in DG showed a higher error percentage than the rats control without lesion or rats with 

injury in CA1, when two new objects were too close. These results indicate that rats with a 

lesion in DG do not discriminate the spatial change. The rats with lesion did not do spatial 

pattern separation.  

In another study (Goodrich-hunsaker et al., 2005), which is an example of spatial pattern 

separation strategy, rats explored a board that contained two objects separated from some 

distance, after habituation, objects were moved to some distance. The time of exploration was 

measured in this new context. Rats, that were injured in DG showed shorter exploration time 

than the rats control without lesion. These results indicate that rats with a lesion in DG do not 

discriminate the spatial change; the rats with lesion did not do spatial pattern separation.  

Another way to study pattern separation is to study context pattern separation. For that purpose, 

the fear conditioning test has been used. Fear condition is a test where rats or mice receive 

occasional electric shocks. This causes the rats to become immobile, states that are called 

“freezes”. This response has an advantage in natural conditions; motionless rodents are more 

difficult to attack than a moving rodent. It is important to note that this type of memory is not 
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episodic, rather the “freezes” response is a conditioning response where participate the 

amygdala and Hippocampus (Phillips and LeDoux, 1992; Maren et al., 1998). Specifically, 

Hippocampus participates in the codification of contextual information that is present when 

conditional Stimulus are presented (Phillips and LeDoux, 1992; Maren et al., 1998). 

Interestingly, when rodents are exposed to a similar context, they present “freezes” responses. 

This behavioural response is called generalization. McHugh et al studied the performance in the 

discrimination between a new context and another similar context previously memorized in a 

fear conditioning test. Rats were conditioned through “fear condition” in a particular context, 

then the “freezing” was measured in another context highly similar. Rats, in which the activity 

of DG was impaired after the elimination of the NMDA receptor, showed more “freezing” than 

rat control. These results indicate that DG is fundamental for discriminating between a new 

context and a similar context previously memorized  (McHugh et al., 2007).Finally, there is 

evidence in human that recently have shown that patter separation takes place in DG. Some 

studies have used high-resolution functional magnetic resonance imaging (fMRI) to measure 

brain activity during incidental memory encoding (Bakker et al., 2008; Lacy et al., 2011). In 

such studies, subjects viewed a series of pictures, such that, on each trial, a presented object 

could be either (a) new, (b) repetition of a previously shown object, or (c) a slightly different 

version of a previously shown object. The results of the study showed that the activity of DG 

that was triggered for (a) and (c) was highly similar, and activity triggered for (b) was the 

smallest, i.e., objects that were highly similar were encoded as different objects. The 

interpretation is that DG amplifies the differences between highly similar objects, thus generates 

highly different and non-overlapping representations. 
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1.3.1 Dentate Gyrus network and neuronal types  

 

The first stage in the Hippocampal network is the Dentate Gyrus (DG). There are three layers 

in DG. From outside to inside, these are the molecular layer, the granular layer, and the Hilus. 

While the molecular layer is relatively free of cells, in the granular layer the GCs are densely 

packaged (Amaral et al., 2007) .GCs is a type of glutamatergic cells (Amaral et al., 2007). They 

have a cone-shaped tree of apical dendrites (figure 7A), where GCs receive inputs from the 

entorhinal cortex mainly from layer II. On the other hand, GCs give rise to axons called mossy 

fibers that form synapses with mossy cells, CA3 pyramidal cells, and other GABA-ergic 

interneurons.  

Mossy cell (Figure 7B) is another type of glutamatergic cells (Soriano and Frotscherf, 1994). 

Mossy cells form synapsis with GCs and with Basket cells, a kind of GABAergic interneurons 

(Scharfman and Myers, 2012; Scharfman, 2018). Thus, besides controlling only excitation o 

inhibition, mossy cells control the excitation/inhibition balance onto GCs (Hsu et al., 2016; 

Hashimotodani et al., 2017).  

The third type of DG's glutamatergic cells is the adult born granule cells (abGCs) that have 

several properties that distinguish them from mature granule cells (Marín-burgin et al., 2012). 

This type of neurons forms synapsis with GABAergic interneurons. Thus it has been suggested 

that they can control the excitability of GCs (Groisman et al., 2020). A recent article also showed 

that abGCs could directly inhibit GCs (Luna et al., 2019), Thus abGCs would control the 

excitability of GCs directly and indirectly.     
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Other types of neurons are several types of GABAergic interneurons. Regarding this type of 

neurons, the classifications are not clear. Anatomical and neuro-histochemistry criterion has 

been used (Freund and Buzsáki, 1996). Considering anatomical characteristic, it is possible to 

recognize the following neurons: The “Chandelier cells” which are interneurons that have 

characteristic terminal axons within granular cell layer, its dendrites are in the molecular layer 

that indicates that its principal input originates from the perforant and the commissural-

associational pathway. Thus these interneurons participate in feedforward inhibition of GCs 

(Freund and Buzsáki, 1996). “Basket cells” is a type of interneurons innervating predominantly 

the perisomatic region of GCs. This interneurons' soma is in deep granule cell layer, and its 

dendrites are in the hilus and molecular layer. Thus this type of interneurons can inhibit GCs 

with feedback and feedforward mechanism  (Freund and Buzsáki, 1996). Other kinds of 

interneurons called “Hilar perforant path-associated cell” (HIPP) (Figure 7D) has a dendritic 

tree limited to the hilar region and its axons in the outer two-thirds of the molecular layer. Thus, 

HIPP interneurons produce feedback inhibition onto GCs. Hilar commissural-associational 

pathway (HICAP) are other interneurons that innervate the dendritic region of GCs, specifically 

innervate the inner molecular layer. Due to that, its dendrites are located in the Hilus and in the 

molecular layer. This type of interneurons can participate in feedback and feedforward 

inhibition (Freund and Buzsáki, 1996). The third interneurons that inhibit dendritic regions of 

GCs are the “molecular layer perforant path-associated cell (MOPP). This interneuron has its 

dendritic trees and axon in the outer molecular layer..  

The expression of neuropeptides and Calcium-binding proteins has been used for discriminating 

between different types of GABA-ergic interneurons. However, this classification is not 

coincident with the anatomical classification. In Parvoalbumin(PV)-containing interneurons 
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(Figure 7C), their characteristic is similar to basket and chandelier cells. Thus, all PV-containing 

interneurons can be classified as basket or chandelier. However, it is not sure if all basket and 

chandelier contain PV.  In fact, it has been shown that some basket cells do not express PV, but 

express cholecystokinin (CCK) and neuropeptide VIP   (Freund and Buzsáki, 1996).  

In the case of Somatostatin  containing interneurons (SOM+), the first studies suggested that 

SOM containing interneurons are the HIPP interneurons, however recent article (Yuan et al., 

2017) showed that within SOM containing interneurons there are two types of GABA-ergic 

interneurons. One of them corresponds with HIPP interneurons. The other is a type of 

GABAergic interneurons, that do not have axons in the molecular layer, have their axons in the 

hilus, in which they form synapsis with other interneurons like basket cells. For this reason, it 

was called “Hilus associated interneurons” (HIL) (Figure 7E) . HIL interneurons form long-

range connections to the medial septum. That indicates that this interneuron communicates with 

extrahippocampal regions. Interestingly, the SOM+ interneurons do not receive inhibition of 

other interneurons  (Savanthrapadian et al., 2014; Ramaswamy, 2015), this suggest that SOM 

interneurons can control the activity of all interneurons.   
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Neuronal types of DG 

7-Neuronal types of DG 

Figure 7: A: GCs (scale bar = 50 um; extracted from Acsady and Kali 2007). B1: Mossy cells, 

B2: reconstruction from B1. (scale bar= 12.5 um extracted from Scharfman 1995) C: PV-

containing cells (scale bar= 20 um; extracted from Savanthrapadian et.al 2014) D: SOM+ HIPP 

interneurons (scale bar= 200 um; extracted from Yuan.et al  2017 ) E: SOM+ HIL interneurons 

(scale bar= 200 um; extracted from Yuan.et al  2017). Molecular layer (m in A, mol in B2, oml 

and iml in C, ml in D and E). Granular layer (g in A; GCL in B2; gcl in C,D and E). HILUS (h 

in A; HIL in B-2; hilus in C, D, E) 
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1.4 PATTERN SEPARATION MECHANISM  

 

In 1970 D. Marr proposed (Marr.D, 1971) that episodic memory would be established in CA3, 

due to the recurrent collaterals of CA3 . The axons of pyramidal cells in CA3 that project to 

CA1, have extensive collaterals that contact at the same pyramidal cells of CA3, thus in CA3 

there are extensive recurrent collaterals (Ishizuka et al., 1990). Marr proposed that multimodal 

activity arrives to DG from the entorhinal cortex. Then GCs of DG send its activity to CA3. 

Finally, the extensive recurrent collaterals of pyramidal cells would allow the formation of 

episodic memory, because recurrent collaterals would allow associations among multimodal 

activity.  

1.4.1 The relevance of low excitability and orthogonalization 

 

In the model of Marr (Marr.D, 1971), DG does not do a particular transformation of the activity 

that comes from the entorhinal cortex. However, several investigators  (Treves and Rolls, 1992; 

Rolls and Kesner, 2006; Rolls, 2013) have proposed that Marr's model has problems in 

explaining the formation of episodic memory completely. The most evident problem is storage 

capacity. The pyramidal cell number is not infinite; therefore, if many pyramidal neurons 

represent an episode, few episodes could be represented. The investigators propose  (Treves and 

Rolls, 1992; Rolls and Kesner, 2006; Rolls, 2013) that for a correct formation of episodic 

memory in CA3 DG must transform the activity that comes from the entorhinal cortex, in such 

a way that few pyramidal neurons represent an episode, i.e., sparse coding. This type of coding 

allows two things. On the one hand, it produces a large memory capacity and, on the other hand, 

allows not superimposed representations of different memories. If the activity of DG were high, 

many GCs would be activated. Then the sparse coding would be affected (Rolls, 2013). Thus, 
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keep low excitability of GCs in DG would be the mechanism that would allow that few 

pyramidal cells represent an episode. 

The other problem in Marr's model is the possibility of a catastrophic interference (Mcclelland 

et al., 1995). Two similar episodes will be represented for a highly similar pattern of activity in 

the entorhinal cortex. If DG does not transform the activity that comes from the entorhinal cortex 

before that the activity arrives in CA3, then the representation of two episodic memory will be 

highly similar. Thus, the new memory may distort or remove the previous memory. The 

investigators propose  (Treves and Rolls, 1992; Rolls and Kesner, 2006; Rolls, 2013)  that for a 

correct formation of episodic memory in CA3 is necessary that DG transform the activity that 

comes from the entorhinal cortex. Specifically, they propose that DG increment the differences 

between the representation of similar episodes. Thus, the similar pattern activity of an episode 

previously memorized would be represented for a population of GCs completely different from 

the previously selected population. This mechanism is called the orthogonalization.  

1.4.2 Evidence that low excitability and orthogonalization of the GCs are mechanisms that 

happen in DG and are necessary for pattern separation 

 

Jung.M et.al in 1993 showed that GCs of DG of rats have lower firing than pyramidal neurons 

of CA1, which is almost independent if they are explored or not (Jung and Mcnaughton, 1993). 

Posterior studies (Nitz and McNaughton, 2004) have shown that DG interneurons have higher 

activity than other hippocampal interneurons. On the other hand, dendrites of GCs have several 

features that favour the low excitability (Krueppel et al., 2011). Interestingly, some studies have 

shown that there is a relation between high excitability and poor performance in pattern 

separation task. In one study (Jinde et al., 2012), a type of interneurons of DG was eliminated 
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in rats. Then, the excitability of the GCs, increased and deficits occurred in context pattern 

separation. Thus, the correct performance in context pattern separation is correlated with the 

GCs' lower excitability. Regarding the orthogonalization mechanism, there is evidence showing 

that minimal changes in the shapes of the environment in which rats are exploring can 

substantially affect the population of GCs that respond (Leutgeb et al., 2007; Neunuebel and 

Knierim, 2014). That evidence suggests that similar episodes would be represented for different 

GCs; however, its direct relation whit pattern separation task has not been shown. 

1.4.3 Does SOM+ interneurons participate in pattern separation?  

 

Interestingly, this role has not been investigated, until now, despite several shreds of evidence 

indicating that SOM+ have properties that agree with a role in pattern separation.  

First, SOM+ extend its axon through the outer molecular layer (Freund and Buzsáki, 1996), 

precisely where inputs of the lateral entorhinal cortex (LEC) arrive. Interestingly, it is has been 

shown that lesion of the LEC impairs the performance in pattern separation tests (Vivar et al., 

2012). Thus, SOM+  are ideally positioned to modulate the LEC's influence and, in this way, 

control pattern separation.  

Second, the axons of the SOM+ interneurons spread over a distance of 2.0 mm in the molecular 

layer, i.e., approximately 2/3 of the longitudinal extent of the molecular layer (Han et al., 1993), 

thus the activity of the one SOM+ would affect several and distant GCs. This property would 

allow that SOM+ interneurons mediate a lateral inhibition that has been postulated how an 

essential mechanism for pattern separation.  
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Third, there is a direct relation between memory impairment and selective loss of somatostatin 

expression in DG; in fact, it has been postulated that memory deficit can be explained by 

problems in pattern separation (Spiegel et al., 2013). Thus, this evidence suggests that the 

presence of SOM+ interneurons is necessary for pattern separation. 

Fourth, evidence has shown that epilepsy is related to selective loss of the somatostatin 

containing cells (SOM+), within the Hilus.(Goldberg and Coulter, 2013)One feature of the 

epilepsy is the high and abnormal activity in DG; thus, in normal conditions, SOM+ would 

control the system's high activity. 

Fifth, the SOM+ interneurons may liberate somatostatin toward synaptic environmental. Studies 

have shown that somatostatin could control the excitability of the GCs (Baratta et al., 2002; 

Baraban and Tallent, 2004). 

Sixth, in a recent paper (Hofmann et al., 2016), the authors stimulated electrically the perforant 

pathway (cortical axons that contact with GCs), while SOM+ were optogenetically activated. 

They showed that the field excitatory postsynaptic potential, which is related to the excitability 

of GCs, is reduced when SOM+ interneurons are stimulated immediately before electrical 

stimulation. Thus, this work showed in slice experiments that GCs' excitability is reduced when 

SOM+  were activated. However, until now, these results have not tested in vivo experiments.   

Seventh, in other recent paper (Stefanelli et al., 2016), the authors decreased SOM+ 

interneurons' activity while mice were subjected to a fear condition test. They showed that when 

SOM+ were silenced, the number of GCs that are actives in fear condition test increases, which 

would allow an increase in the superposition between similar engrams.  
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Finally, in 1996, Mosser (Moser, 1996) showed that, when the rats are exploring a new 

environment, the peri-somatic inhibition is decreased, while dendritic inhibition is augmented. 

Liu et.al 2014 (Liu et al., 2014) have shown that interneurons' activity, that contact peri-somatic 

region of GCs, decreases its probability of discharge with successive stimulations of the terminal 

of the entorhinal cortex. While the interneurons that reach the dendritic region of granule cell 

increase its probability of discharging with the same protocol of stimulation. When the 

stimulation was in high frequency (like when rats explore), only interneurons that contact 

dendritic elicited high inhibitory post-synaptic potential. Thus, during exploratory behaviour, 

that is the moment when pattern separation happens, SOM+ interneurons would take control of 

inhibition in DG. 

In this thesis, I investigated if SOM+ interneurons are necessary for pattern separation. For that 

purpose, I studied how SOM+ inhibition affects DG activity and determined if these effects can 

affect the performance in pattern separation task. Because SOM+ are not unique interneurons 

in Dentate Gyrus (DG), experimental approximation chosen was optogenetic. This technic 

allowed selective and fast manipulation of the SOM+ activity. Transgenic mice were used, 

which contains the halorhodopsin chloride pump, specifically in SOM+. The halorhodopsin 

allows chloride ingress within the neurons when these neurons are stimulated with laser light. 
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3. HYPOTHESIS AND OBJECTIVES 

 

 

 

 

3.1 General hypothesis 

The HIPP have a key role in the mechanisms that allow that pattern separation takes place in 

DG 

3.2 Specific Hypothesis 

3.2.1 Specific hypothesis 1:  

 

“Inhibition of the HIPP will produce an increase in the excitability of the granule cells, which, 

will be noted in increase of firing rate of the granule cells or in the Local Field Potential” 

3.2.2 Specific hypothesis 2:  

“Inhibition of the HIPP will affect the mechanism that permit that the process of pattern 

separation takes place in DG. Thus a mouse will have problem in the discrimination between a 

new spatial configuration and other spatial related configuration, previously learned” 

3.3 Specific Objectives 

3.3.1 Objective 1: 

 Establish if optogenetic inhibition of HIPP cells affect the excitability of granule cells 

3.3.2 Objective 2:  

Establish if inhibition of HIPP cells affect discrimination between a new spatial configuration 

and other spatial related configuration, previously learned  
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4. RESULTS 

 

 

 

 

How results of my thesis, in this section, I will show two writings that were sent for their 

publication. The first work that I will show contains the principal results of my thesis 

experiments. This work was sent to “Cerebral cortex”. The reviewers requested an 

immunohistochemical control for its publication. At present, due to the covid-19 pandemic, this 

experiment is retarded. If you want to see an online version of this works, you can visit. 

https://www.biorxiv.org/content/10.1101/830182v1 

DOI: 10.1101/830182 

The second writing consists of a review that was recently published in “Frontiers in Neural 

Circuits”.  In this review, I discuss how neurophotonics techniques have been used to explain 

how different neuronal types of Dentate gyrus participate in pattern separation. Specifically, I 

propose a model, supported by the results of my thesis that show how somatostatin-containing 

cells in coordination with other neuronal types of Dentate gyrus can participate in pattern 

separation.  

If you want to see an online version of this works, you can visit. 

https://www.frontiersin.org/articles/10.3389/fncir.2020.00026/full 

DOI: 10.3389/fncir.2020.0002 

https://www.biorxiv.org/content/10.1101/830182v1
https://www.frontiersin.org/articles/10.3389/fncir.2020.00026/full
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Dentate gyrus somatostatin cells are required for contextual discrimination during 

episodic memory encoding  
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4.1.1 Abstract 

 

Memory systems ought to store and discriminate representations of similar experiences in order 

to efficiently guide future decisions. This problem is solved by pattern separation, implemented 

in the dentate gyrus by granule cells to support episodic memory formation. Pattern separation 

is enabled by tonic inhibitory bombardment generated by multiple GABAergic cell populations 

that strictly maintain low activity levels in granule cells. Somatostatin-expressing cells are one 

of those interneuron populations, selectively targeting the distal dendrites of granule cells, where 

cortical multimodal information reaches the dentate gyrus. Nonetheless, somatostatin cells have 

very low connection probability and synaptic efficacy with both granule cells and other 

interneuron types. Hence, the role of somatostatin cells in dentate gyrus circuitry, particularly 

in the context of pattern separation, remains uncertain. Here, by using optogenetic stimulation 

and behavioural tasks in mice, we demonstrate that somatostatin cells are required for the 

acquisition of both contextual and spatial overlapping memories. 

 

Keywords: Hippocampus, Dentate gyrus, Pattern separation, Interneurons, Memory. 
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4.1.2 Introduction 

 

Episodic memory is made up of a collection of different events which may contain overlapping 

information. The capacity to discriminate similar memory episodes, which could otherwise be 

confused, is critical for correct encoding (Colgin et al. 2008), effective retrieval (Dickerson and 

Eichenbaum 2009; Hulbert and Norman 2015), and avoiding catastrophic interference 

(Mcclelland and Goddard 1997). Accordingly, disruptions of memory discrimination have been 

related to cognitive impairment in aging and neuropsychiatric disorders, such as depression or 

posttraumatic stress disorder (Holden and Gilbert 2012; Kheirbek et al. 2012; Leal and Yassa 

2018). In addition, conditions such as aging and epilepsy exhibit episodic memory deficits as 

very common symptoms, also showing disrupted pattern separation (Lanerolle et al. 1989; 

Holden et al. 2012; Reyes et al. 2018). Computational models suggest that pattern separation 

ought to be implemented for efficient discrimination of overlapping memories, by the 

transformation of similar patterns of inputs into segregated synaptic outputs (McClelland et al. 

n.d.; Reilly and Mcclelland 1994; Treves and Rolls 1994). Abundant evidence from animal 

experiments support the hippocampus as the brain locus where pattern separation is 

implemented, in particular the dentate gyrus, which allows the discrimination of overlapping 

spatial representations (Gilbert et al. 1998; Clelland et al. 2009; Bekinschtein et al. 2013) and 

similar contextual fear conditioning memories (T McHugh et al. 2007). 

Subsets of granule cells in the dentate gyrus represent memory episodes in their activation 

patterns (Ramirez et al. 2013, 2014), with similar episodes of experience being stored into 

distinct non-overlapping activation patterns in a process called orthogonalization (Leutgeb et al. 

2007; Deng et al. 2013a; Neunuebel and Knierim 2013), that is essential for pattern separation. 

Granule cells conform a large neuronal population that remains sparsely active due to strong 
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inhibitory control provided by local GABAergic inputs (Jung and Mcnaughton 1993; Nitz and 

Mcnaughton 2004; Danielson, Kaifosh, Zaremba, Lovett-Barron, et al. 2016a). The tight 

regulation of granule cell excitability is critical (Rolls and Kesner 2006; Rolls 2013), as 

evidenced by deteriorated pattern separation when the spiking activity of granule cells is 

experimentally enhanced (Jinde et al. 2013) or when tonic inhibition is decreased. Moreover, 

tonic inhibition of dentate gyrus granule cells is important for the control of memory interference 

(Engin et al. 2015). The most significant inhibitory inputs to granule cells arise locally from 

parvalbumin-expressing (PV) cells that provide massive synaptic inhibition to the perisomatic 

region (Kepecs and Fishell 2014) and tightly control the spike timing of granule cells (Hu et al. 

2014). In addition, somatostatin-expressing neurons (SOM), mostly located in the hilus (Freund 

and Buzsáki 1996; Yuan et al. 2017), densely innervate the distal dendritic arbor of granule cells 

(Halasy and Somogyi 1993; Yuan et al. 2017). The dendritic arbor of granule cells is largely 

distributed across the molecular layer and is impinged by entorhinal inputs massively carrying 

contextual information (Yuan et al. 2017). Thus, SOM are good candidates to control the 

excitatory inputs reaching distal dendrites, yet they provide slow, weak and unreliable inhibition 

upon postsynaptic targets, including granule cells (Espinoza et al. 2018) and other interneuron 

types (Savanthrapadian et al. 2014a). Thus, the role of SOM in controlling the flow of 

information in the dentate gyrus circuitry remains elusive. Recent experiments have started to 

change this view and established the relevance of SOM in the control of excitability of granule 

cells in vitro (Savanthrapadian et al. 2014a; Hofmann et al. 2016) and the size of neuronal 

ensembles during memory encoding in vivo (Stefanelli et al. 2016). Taken together, these 

findings suggest that SOM are ideally positioned to participate in contextual discrimination, 

possibly through the regulation of pattern separation by controlling the dendritic excitability of 
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granule cells (Goldberg and Coulter 2013). Hence, we tested the hypothesis that functional 

dentate gyrus SOM are required for contextual discrimination through the control of granule 

cells excitability. We found that optogenetic suppression of SOM in the dentate gyrus modulated 

the firing rate of putative excitatory cells and putative PV interneurons. Moreover, optogenetic 

stimulation impaired both contextual and spatial discrimination of overlapping recognition 

memories during task acquisition. Our results suggest that SOM are required for successful 

pattern separation during episodic memory encoding. 
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4.1.3 Materials and Methods 

 

Mice were housed at 12 h light/dark cycle at 23°C with food and water ad libitum. Experiments 

took place during the light phase of the cycle (lights on at 8 AM) in a quiet room located inside 

the Animal facility with dim light. The experimental protocol for this study was approved by 

the National Animal Care and Use Committee of the Catholic University of Chile and Favaloro 

University of Argentina. All experiments were performed on adult (8–30 weeks old) mice. 

All experimental procedures were in accordance with institutional regulations of Institutional 

Animal Care and Use Committee of the Favaloro University, ASP # 49527/15, Argentinian 

government regulations (SENASAARS617.2002) and in accordance with Comite Etico 

Cientifico para el Cuidado de Animales y Ambiente (ID 151223006 and CEBA 13-014) of the 

Pontificia Universidad Catolica de Chile. All efforts were made to minimize the number of 

animals used and their suffering. 

 

Experimental Animals 

For the electrophysiological and optogenetics experiments, three strains of mice were used, 

C57Bl/6, Ai39(RCL-eNpHR3.0/EYFP) and Sst-IRES-Cre. All transgenic lines were obtained 

from Jackson laboratories (www.jax.org). We used these strains as controls and refer to them as 

NpHR− animals throughout the text. Double transgenic animals were obtained from the 

breeding of SST-IRES-Cre+/+ and Ai39+/- mice, so that they expressed functional 

Natronomonas pharaonis halorhodopsin (NpHR) exclusively in somatostatin cells. We refer to 

such animals as NpHR+ throughout the text. For the pharmacological experiments, we use wild-

type C57Bl/6 mice from the Pharmacy and Biochemistry School, University of Buenos Aires, 

Argentina. A total of 95 mice (70 male, 25 female) were used for experiments. We pooled data 
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between female and male mice as discrimination was not significantly different (Unpaired 

Student´s t test, t = 0.9290, P = 0.3712). 

 

In vivo electrophysiological recordings under anesthesia 

Anesthesia was induced with isoflurane 4% followed by an intraperitoneal injection of urethane 

(0.8 g/kg). Animals were left to rest for 20 minutes and placed in a homeothermic blanket that 

maintained the body temperature at 37° throughout the experiment. After 20 minutes, an 

intraperitoneal injection of ketamine/xylazine (40/4 mg/kg) was applied. When mice exhibited 

no reflexes were put into a stereotaxic frame. The skin above the skull was surgically removed 

and a small craniotomy (1 mm) was drilled above the cortex (coordinates 1.5 mm lateromedial, 

2.0 anteroposterior (Paxinos and Watson 2007)). In addition, a customized support bar was 

glued to the skull to release pressure from the ears and mouth, and hold the animal’s head in 

position for recordings. At this time, an intraperitoneal cannula was placed to deliver 

supplementary doses of urethane each 20 minutes (1/12 of the initial volume). After removing 

the dura over the cortex, the electrode array was placed on the cortex and carefully descended 

to the dentate gyrus. The electrode array consisted of a matrix of 32 microelectrodes, 50 um 

apart. An optical fiber (0.1 mm diameter) was associated with the electrodes. The tip of the fiber 

was 100 um above the most superficial electrode. 

 

Surgery for chronic implantation and optogenetic stimulation 

Mice were anaesthetized with isoflurane (4% induction, 1.5–2% maintenance) and placed on a 

stereotaxic frame. Temperature was kept at 37° throughout the procedure (1–2 h) using a 

homeothermic blanket. The skin was incised to expose the skull. Three or two craniotomies 
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were made with a dental drill for anchoring screws. Additionally, another craniotomy (~1mm) 

was made above the dentate gyrus bilaterally (anteroposterior -2 mm, mediolateral ± 1.5mm 

from Bregma). Two optic fibers (diameter 200 um) glued to ceramic ferrules (diameter 230 um) 

were descended through both craniotomies until reaching the dentate gyrus and fixed in position 

using dental cement. After surgery, mice received a daily dose of enrofloxacin for 3 days and 

supplementary analgesia with ketoprofen for 3 days. Animals were allowed 5 days to recover 

before behavioral training. 

 

Surgery and drug infusions for pharmacological experiments 

For pharmacological experiments, mice were deeply anesthetized with ketamine/xylazine 

(150/6.6 mg/kg) and placed in a stereotaxic frame. The skin was incised to expose the skull. 

Small craneotomy holes were then drilled and a set of 23 G guide cannulae (0.5 cm long) were 

implanted bilaterally over the dentate gyrus (anteroposterior -2 mm, mediolateral ±1.5 mm from 

bregma). Cannulae were fixed to the skull with dental acrylic. At the end of surgery, animals 

were injected with a single dose of meloxicam (0.33 mg/kg) as analgesic and gentamicin (5 

mg/kg) as antibiotic. Behavioral procedures were started 5-7 days after surgery. Infusions were 

made using a 30 G injection cannula connected to a 10 ul Hamilton syringe. Infusions were 

made on the training day or test day. Cannulated mice received bilateral 0.3 ul infusions of 

DNQX or vehicle into the dentate gyrus 15 minutes before each training or test session. DNQX 

was diluted in physiologic solution to a final concentration of 1.89 ug/ul. 
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Optogenetic stimulation 

For chronic implants, optogenetic stimulation of dentate gyrus somatostatin interneurons was 

achieved with a 200 um optic fiber (N.A. 0.37) coupled to a green laser (532 nm, Laserglow 

Techonologies) that provided a total light power of 0.1–60 mW at the fiber tip. Light stimuli 

consisted of 5 s light pulses each 15 s, and power at the tip of the fiber was set between 5-15 

mW. 

For acute recordings, optogenetic stimulation was achieved with an optrode , which consisted 

of an optic fiber (100 um, N.A. 0.22) attached to an array of electrodes, so electrical recordings 

and optical stimulation could be performed simultaneously on the same site. Light stimuli 

consisted of 5 s light pulses each 20 s and power at the tip of the fiber was set between in 5-12 

mW. 

 

Unit crosscorrelation analysis 

Neural activity of dentate gyrus was crosscorrelated with the light pulse. A time window of ± 

15 s was defined with point 0 assigned to the light onset. The timestamps of the spikes within 

the time window were considered as a template and were represented by a vector of spikes 

relative to t = 0 s, with a time bin of 200 ms and normalized to the basal firing rate of 

hippocampus neurons. Thus, the central bin of the vector contained the ratio between the number 

of neural spikes elicited between ± 100 ms and the total number of spikes within the template. 

Next, the window was shifted to successive light pulses throughout the recording session, and 

an array of templates was obtained. Then, we calculated the z-score of this crosscorrelogram 

using the mean and standard deviation obtained, bin-to-bin, from the distribution of 1000 

shuffled crosscorrelograms. We classified as excited units, those that presents more than 4 bins 
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with Z-score larger than 3 during laser presentation. Similarly, we classified as inhibited units, 

those that presents more than 4 bins with z-score more negative than -3 during laser presentation. 

 

Identification of putative neuron types 

We defined laser-inhibited units as somatostatin cells. To identify different types of units within 

excited cells we adapted a previous analysis (Senzai and Buzsáki 2017). Specifically, the trough-

to-peak latency and burst index allows to distinguish between glutamatergic cells and 

GABAergic interneurons, as glutamatergic neurons have longer trough-to-peak latency and 

higher burst index than GABAergic interneurons. We performed a similar analysis for units that 

were responsive to laser stimulation. To measure the trough-to-peak, we calculated, for the mean 

waveform of each detected unit, the temporal difference between the minimum voltage and the 

maximum voltage (between the minimum and the end of the waveform). To calculate the burst 

index, first, we calculated the autocorrelogram of the timestamps of each unit outside laser 

presentation (i.e.; baseline activity); second, we computed the ratio between the peak of the 

autocorrelogram in the central bins (-1 to 6 ms) and the mean value of the autocorrelogram (200-

300 ms); finally, we calculated the logarithm of such ratio. This allowed us to construct a 

bidimensional vector for excited units. Then, we used hierarchical cluster analysis to 

discriminate different type of units. The hierarchical cluster analysis showed three types of 

cluster, two of them were merged in a new cluster because both had similar properties when 

were compared with somatostatin interneurons. Finally, we compared the trough-to-peak 

latency and burst index among somatostatin and two clusters were obtained.  
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Detection of dentate spikes 

Based on LFP activity, we identified the electrodes located in the hilus and filtered activity 

between 100-249 Hz. Then, we calculated the z-score of the signal using the mean and the 

standard deviation of the entire LFP recording. Finally, we selected high-frequency events based 

on amplitude, with 5-7 SD threshold.  

 

Arenas and objects used in behavioral tests 

Identical copies of objects made from plastic, glass, or aluminum were used. The height of 

objects ranged from 4 to 6 cm. All objects were affixed to the floor of the apparatus with an 

odorless reusable adhesive to prevent them for being displaced during exploration. Objects had 

no natural relevance for mice as they were not associated with reinforcement. The objects, floor 

and walls were cleaned with ethanol 10% between sessions. Since no differences were observed 

in behavioral performance during the experiments between sexes, we pooled animals depending 

on the genotype or treatment received. 

Object-in-context task. Four different contexts were used for these experiments. In the dissimilar 

condition a rectangular and triangular arena were used. Both had homogenous gray walls 

constructed from opaque foam board. The rectangular apparatus was 40 cm x 25 cm length x 30 

cm high, while the triangular one was 40 cm x 25 cm length x 30 cm high. Both contexts had 

the same surface area to avoid differences due to the size of the arena. Contextual cues were 

geometric shapes of different colors. In the similar condition, we used two rectangular arenas 

made of white opaque foam board. The measures of these arenas were identical to those used 

for the rectangular arena of the dissimilar condition. Then, the cues presented in both contexts 

were different in shape but same sizes and colors. 
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Spontaneous location recognition task. A circular maze of 40 cm diameter with walls 40 cm 

high was used. Both floor and wall were gray. Three spatial clues were glued at 15 cm over the 

floor. A video camera and laser cable were mounted above the maze. 

 

Object-in-context task 

This behavioral test is composed of three phases that allows the evaluation of the congruency 

between pairs of context and object (Wilson et al. 2013). During the training phase, animals 

were exposed to two different object-context associations. These two training sessions were 1 

hour apart. The test session was carried out twenty-four hours after the training 2. During this 

phase, a new copy of each of the objects used during the training phase was presented in one of 

the arenas. The context to be used during the test phase was randomly selected, preserving 

similar total proportions. Thus, one of the objects was presented in contextual miss-match, the 

incongruent object, whereas the other object was not, the congruent object. In this task, novelty 

arises from the novel combination of object and context. Then, exploratory behavior should be 

driven by retrieval of a particular conjunctive representation of object and context (Eacott and 

Norman 2004; Morici, Ciccia, et al. 2015). 

Habituation sessions. These sessions were conducted to familiarize animals with the procedure 

of being exposed to an environment where they could encounter novel objects. On the first day 

mice were handled and placed in a circular context and allowed to explore for 10 minutes. Thirty 

minutes later, they were reintroduced in the arena, yet in this case two different objects were 

placed in the arena. Mice were allowed to freely explore for 5 minutes. 

Training sessions. On the first training session, two identical objects (A1 and A2) were placed 

into one of the arenas (context 1). Animals were placed into the arena and allowed to freely 
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explore the environment for 10 minutes. At the end of the session, animals were returned to their 

home cage. After 1 hour, animals were exposed to a second object-context association, different 

from the first one. For that, mice were placed in a different context (context 2), in which a second 

pair of objects was present (B1 and B2). Arenas were pseudo-randomly assigned as context 1 

or 2. 

Test session. During this session animals were re-exposed to previously familiar context-object 

pairs for 5 minutes. Mice were reintroduced to context 1 or context 2 where they could explore 

one copy of object A and one copy of object B. Then depending of the context in which this 

phase takes place, one of the objects presented will be contextually congruent while the other 

will be contextually incongruent. 

 

Spatial Location recognition text 

This behavioral paradigm, as the object-in-context, was comprised by three phases that allowed 

for the evaluation of spatial location novelty detection (Ennaceur et al. 1997; Warburton et al. 

2000). During training sessions animals were exposed to three identical objects placed into a 

circular arena and were allowed to explore them. The separation angle between two of those 

objects was manipulated in order to generate conditions with variable levels of spatial-location 

similarity. During the test session, one of the objects was placed in a familiar location, while 

another copy of the same object was placed in a new location at the middle point between the 

two previous objects’ locations. The rationale behind the task was that if mice were able to 

discriminate the two similar spatial locations, their representations should be distinct and 

resilient to confusion. Thus, mice should show preference to explore the object presented in the 

novel position during the retrieval phase. However, if the representations of the two similar 
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locations were not sufficiently segregated, then mice should behave as if the new location was 

familiar.  

Habituation sessions. These sessions were conducted to familiarize animals with the procedure 

of being exposed to an environment where they could encounter novel objects. During these 

sessions, animals had the opportunity to generate a spatial map of the environment. To that end, 

mice were repeatedly exposed to the environment for 10 minutes during four consecutive days. 

Training session. During this session, animals were placed in the circular arena where three 

identical objects had been previously positioned. The angle between two of the objects was 

changed depending on the variation in use (large, 180 degrees; medium, 120 degrees; or small, 

50 degrees). Mice were then allowed to explore the environment for 10 minutes. 

Test session. In this session only 2 copies of the previously presented objects were placed in the 

arena. One of the objects was located in the same position as before, yet the other object was 

placed in the intermediate position occupied by the two objects in the previous session. This 

session lasted 5 minutes. 

 

Behavioral Analysis 

For each behavioural session we quantified the exploration time of each object. For the test 

phase, we analyzed the exploration time for every copy of the object using a Matlab plug-in (ID 

tracker). For the training phase, manual score was performed. For the object-in-context test 

session we calculated the Discrimination Index (DI) as tincongruent – tcongruent / ttotal exploration of the 

session. For the spontaneous location recognition test, the DI was calculated as tnovel-position– 

tfamiliar-position / ttotal exploration. For all experiments, object exploration was defined as the mouse 

having its nose directed to the object and located at a distance of 2 cm or less. Climbing over or 
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sitting on the objects was not considered as exploration. Two persons scored independently the 

videos; one of them was blind to all conditions.  

 

Statistical analysis  

Statistical analyses were performed with GraphPad 6.01 and Matlab. We used parametric 

analysis depending when data distributed normally. Electrophysiological data were analyzed 

using Kruskal-Wallis followed by Tukey-Kramer multiple comparison test. Behavioral data 

were analyzed using two-tailed Student’s t test or two-tailed Wilcoxon test. For comparisons 

between two repeated-measured groups two-tail paired Student's T test or two-tailed paired 

Wilcoxon test were used. For more than three groups, we performed One-way ANOVA 

followed by Tukey's post-hoc test or Kruskal-Wallis test followed by Dunn's post-hoc test. Two-

way ANOVA followed by Tukey's post-test was used when three or more groups were involved. 

In all cases, P-values were considered statistically significant when smaller than 0.05. All data 

are presented as the mean ± s.e.m. 

 

Histology and Immunocytochemistry 

At the end of electrophysiological recordings and behavioural testing, mice were terminally 

anesthetized and intracardially perfused with saline followed by 20-min fixation with 4% 

paraformaldehyde. Brains were extracted and post-fixed in paraformaldehyde for a minimum of 

24 h before being transferred to PBS azide and sectioned coronally (70–100 um thickness). 

Sections were further Nissl-stained. Location of electrode shanks and optical fibers were 

determined in reference to standard brain atlas coordinates (Paxinos and Watson 2007) under a 

light transmission microscope. 
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Spike Sorting 

Semiautomatic clustering was performed by KlustaKwik (Harris et al. 2000). This method was 

applied over the 32 channels of the silicon probe, grouped in 8 pseudo-tetrodes of 4 nearby 

channels. 
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4.1.4 Results 

 

Optogenetic suppression of somatostatin cells disrupts dentate gyrus neuronal firing 

patterns and trigger dentate spikes. In order to establish the effect of locally inhibiting SOM 

on the dentate gyrus network, we stereotaxically implanted an optrode covering the entire 

dorsoventral extension of the dentate gyrus (Fig. S1) in anesthetized double transgenic mice that 

selectively expressed the inhibitory halorhodopsin pump (NpHR+) in SOM (Espinosa et al. 

2018, 2019). To ensure the simultaneous recording of all three dentate gyrus laminae and optical 

suppression of hilar SOM (Freund and Buzsáki 1996), the tip of the optical fibre was positioned 

close to the hippocampal fissure (Fig. 1A). Next, we delivered prolonged laser pulses to achieve 

maximal optogenetic inhibition, reproducing previous experimental protocols (Espinosa et al. 

2018, 2019). Control experiments showed that effects were selective for transgenic NpHR+ 

animals, with little effect on control (NpHR-) mice (Fig. S1). 

Overall, we found a small proportion of units changing their firing patterns upon laser 

stimulation in NpHR+ mice. A minor fraction of units (6.3%, n = 111) robustly decreased 

(median = 57%, IQR = 55%) their activity relatively fast (median = 400 ms, IQR = 200 ms). 

Hence, such neuronal population was defined as SOM (Fig. 1C). Another small group of cells 

(12 %, n = 203) showed a significant increase in firing rate (median = 87%, IQR 127%), 

presumably by synaptic disinhibition, with significantly slower kinetics than SOM (median = 

2.4 s, IQR = 2 s, P < 0.001, Fig. 1C, Fig. S1). Dentate gyrus units have been previously classified 

as glutamatergic or GABAergic based on their in vivo spike duration and bursting patterns 

(Senzai and Buzsáki 2017). Indeed, excitatory cells, such as mossy cells and granule cells 

exhibit longer trough-to-peak latency and higher burst index than GABAergic interneurons 

(Senzai and Buzsáki 2017). Thus, we carried out a similar analysis. We first plotted all laser-
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responsive units in a bidimensional space comprised by spike duration and burst index (Fig. 

1D). By definition, SOM comprised one cluster given their common physiological characteristic 

of optogenetic inhibition (Fig. 1D,E). Within the optically excited units we recognized two 

different populations. We considered one group of excited units as putative PV cells because of 

their short spikes, significantly more rapid than the other groups (median = 0.4 ms, IQR = 0.1 

ms, P < 0.001; Fig. 1F). Such short spike duration has been well documented in GABAergic 

PV cells (Frotscher et al. 1998; Yanagawa et al. 2014; Senzai and Buzsáki 2017) that are 

synaptically targeted by SOM (Savanthrapadian et al. 2014b). On the other hand, the other 

cluster of excited units was consistent with the presence of mossy cells and granule cells (M/G). 

Indeed, M/G units had slower spikes (median = 0.95 ms, IQR = 0.34 ms, P < 0.001; Fig. 1F) 

and higher burst index (median = 0.8, IQR = 0.6, P < 0.001; Fig. 1G) than either PV cells or 

SOM. Furthermore, there was no significant difference in response latency to optogenetic 

stimulation between PV cells and M/G units (Fig. 1H), but they were both significantly slower 

than SOM (median = 0.4 s, IRQ = 0.2 s, P < 0.001; Fig. 1H). These results suggest that a small 

proportion of both PV cells and M/G units was probably disinhibited upon optogenetic 

suppression of SOM.  

Next, we aimed to evaluate the effect of the modulated synaptic output of SOM onto dentate 

gyrus oscillatory activity. We noted that at the end of laser pulses a prominent deflection was 

apparent in the dentate gyrus field potential (Fig. 1B) that was probably the result of rebound 

activity in SOM (Fig. 1C). A similar effect has been previously described in the dorsal CA1 

area (Royer et al. 2012). We then quantified the spectral distribution of dentate gyrus activity. 

The LFP frequency spectrum showed a prominent shoulder in the gamma range (30-80 Hz) 

which then decayed with the characteristic 1/f distribution at higher frequencies ((Freeman et 
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al. 2000), Fig. S2). Interestingly, optogenetic suppression of SOM selectively decreased power 

in the high-frequency range (100-250 Hz, Fig. S2). Dentate spikes are hallmark population 

patterns exclusive of the dentate gyrus, which due to their large-amplitude, short-duration can 

be detected in the high-frequency activity range (Bragin et al. 1995). Indeed, high-pass filtering 

LFP recordings, particularly in the hilar region, evidenced the presence of prominent dentate 

spikes (Fig. 1I,J). Dentate spikes result from massive dendritic depolarization and perisomatic 

inhibition of granule cells (Bragin et al. 1995; Penttonen et al. 1997). Given that optogenetic 

suppression of SOM increased the activity of putative granule cells and PV interneurons, that 

inhibit the perisomatic region of granule cells (Freund and Buzsáki 1996), we reasoned that 

during optical stimulation the incidence of dentate spikes was likely to increase. Indeed, 

crosscorrelation analysis between laser pulses and dentate spikes showed a significant increase 

in their probability of occurrence (Fig. 1K). Similarly, their incidence increased when 

comparing the periods before and after the onset of laser stimulation (Fig. S2). Hence, the 

inhibition of SOM may disinhibit PV interneurons and granule cells, with the concomitant 

increase of network excitability, reflected in the elevated density of dentate spikes. Altogether, 

our results suggest that optogenetic inhibition of SOM disrupts local network activity patterns 

in the dentate gyrus. 

 

Encoding of overlapping contextual memories requires functional glutamatergic 

transmission and somatostatin cells in the dentate gyrus. Fully functional granule cells are 

necessary for the discrimination of similar contexts (T McHugh et al. 2007; Danielson, Kaifosh, 

Zaremba, Losonczy, et al. 2016) as well as the acquisition of novel information. However, the 

role of other dentate gyrus cell-types is not so well established, particularly interneuron 
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populations that regulate the spike timing of granule cells. Hence, we investigated the 

contribution of hilar SOM to behavioural performance in context-dependent memory tasks. To 

test this idea, we developed a variation of the object-in-context task (Eacott and Norman 2004; 

Wilson et al. 2013; Morici, Bekinschtein, et al. 2015; Morici, Ciccia, et al. 2015; Morici et al. 

2018). We reasoned that discrimination of the novel object-context pairing should recruit the 

dentate gyrus only when contextual configurations were overlapping. Accordingly, we 

manipulated contextual information by training animals in the object-in-context task using 

similar or dissimilar contexts (Fig. 2A, Fig. S3). First, we evaluated whether the dentate gyrus 

was engaged in contextual memory encoding in this test. For this, we blocked glutamatergic 

transmission during memory encoding by infusing DNQX into the dentate gyrus preceding 

every training session. Regardless of the object-context configuration, blockade of AMPA 

receptors did not affect exploratory behaviour during training sessions (Fig. S4). Consistent with 

our hypothesis, blocking dentate gyrus excitatory transmission obliterated discrimination during 

the test only when contexts were similar (mean = 0.013, SEM = 0.012, P < 0.001; Fig. 2C,E, 

Fig. S5). Importantly, the experimental manipulation did not affect total exploration time (Fig. 

2D,F), suggesting that these results were not due to changes in motivation, awareness, or 

exploratory behaviour in general. Together, these results suggest that glutamatergic 

transmission in the dentate gyrus is necessary for the encoding of object-in-context memories 

only when the contextual information presented is similar, consistent with the observation that 

pattern separation is engaged only when overlapping spatial representations ought to be 

discriminated (Gilbert et al. 1998, 2001). 

It has also been proposed that the dentate gyrus is recruited during the retrieval of similar 

representations (Denny et al. 2014; Krasne et al. 2015; Bernier et al. 2017). Therefore, we 
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manipulated glutamatergic transmission in the dentate gyrus during memory recall. For that 

purpose, we performed the object-in-context task in the similar condition and infused DNQX 

into the dentate gyrus 15 minutes before the test session, when memory is retrieved (Fig. 2G). 

In this condition, we did not detect any effect of the drug on discrimination. Interestingly, 

blocking AMPA receptors influenced behaviour as exploration times were higher for drug-

infused animals (mean = 33.83 s, SEM = 1.95 s, P < 0.001; Fig. 2H). Hence, this result suggests 

that the dentate gyrus is actively engaged during encoding of similar contextual representations, 

but not during their retrieval. 

Recent evidence suggests that SOM are recruited during fear memory formation (Lovett-Barron 

et al. 2014; Stefanelli et al. 2016) and may participate in pattern separation by controlling the 

size of engrams encoding spatial representations (Freund and Buzsáki 1996; Hargreaves et al. 

2005; Stefanelli et al. 2016). Consequently, we conducted the object-in-context task in our 

transgenic mice expressing functional halorhodopsin (NpHR+) in SOM (Espinosa et al. 2018). 

We bilaterally implanted optic fibres into the dentate gyrus (Fig. 3B) in order to activate NpHR 

during the training sessions (Fig. 3A). Laser stimulation did not affect the distribution of object 

exploration times during training sessions for neither task version (Fig. 3D,F, Fig. S4). 

Nonetheless, optogenetic inhibition of SOM during the training session impaired discrimination 

during retrieval when contexts were similar (mean = 0.09, SEM = 0.098, P < 0.01; Fig. 3C, Fig. 

S5). This effect was specific, as it was not detected for the dissimilar context (Fig. 3E, Fig. S5), 

suggesting that dentate gyrus SOM regulate the encoding of object-in-context memory only 

when contextual information is similar. Overall, this result suggests that SOM regulate the 

encoding of contextual recognition memory by controlling excitatory activity in the dentate 

gyrus. 
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Discrimination of overlapping spatial configurations is regulated by somatostatin neurons 

during memory encoding. We showed that SOM can control the encoding of contextual 

recognition memory. Previous studies have shown the essential role played by granule cells in 

encoding distinct neural representations of overlapping spatial configurations (Leutgeb et al. 

2007; Deng et al. 2013b; Neunuebel and Knierim 2013). Furthermore, inhibition of the lateral 

entorhinal input disrupts pattern separation in spatial tasks (Vivar et al. 2012). Therefore, we 

reasoned that hilar SOM may also regulate the encoding of overlapping spatial configurations. 

To test this, we conducted the spontaneous location recognition task that has been shown to be 

sensitive to the functional integrity of the dentate gyrus (Bekinschtein et al. 2013). In this task 

animals explore three identical objects placed in separate locations and are then tested with two 

objects, with one object placed in a familiar location and another object placed in between the 

previous two locations (Fig. 4A). As the two objects are placed closer together in the training 

session, it becomes more difficult for mice to discriminate the novel location in the test session 

(Bekinschtein et al. 2013; Miranda et al. 2017, 2018). Accordingly, we varied the angle between 

objects during the training sessions in small (50 degrees), medium (120 degrees), or large (180 

degrees) separations; and compared the exploration times between the training and test session. 

We found that mice were able to discriminate correctly the medium and large separations, yet 

failed to distinguish the small separation (mean = -0.062, SEM = 0.068, P < 0.05; Fig. 4B). This 

effect was robustly expressed during the entire test session (Fig. S7). These results suggest that 

the small separation is too ambiguous for mice to be able to discriminate it. Thus, we assessed 

whether spatial discrimination of the medium configuration relied on the activity of hilar SOM. 

For that, we chronically implanted bilateral optic fibres on the hippocampal fissure of transgenic 

NpHR+ mice (Fig. 4D) to optogenetically inhibit SOM during memory encoding. Laser 
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stimulation had no effect on exploratory behaviour during the training sessions (Fig. S7). 

However, optogenetic inhibition of SOM during acquisition selectively impaired spatial 

discrimination in NpHR+ mice without affecting performance in control NpHR- mice (mean = 

0.014, SEM = 0.012, P < 0.05; Fig. 4E). Importantly, exploratory behaviour of mice was not 

affected by laser stimulation (Fig. 4F). This result suggests that SOM regulate the encoding of 

spatial recognition memory by controlling neural activity in the dentate gyrus. Overall, our 

results suggest that SOM can regulate both the reactivity and excitability of granule cells in-

vivo (Fig. S8). 
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4.1.5 Discussion 

 

Here, we studied the physiological and behavioral effects of selectively suppressing dentate 

gyrus SOM during contextual memory acquisition. We found that inhibition of SOM increased 

the activity of two neuronal populations identified on the basis of their brief spike waveforms 

and firing patterns. Indeed, inhibitory interneurons, putative PV cells, were identified by their 

fast spiking pattern and short spikes (Frotscher et al. 1998; Yanagawa et al. 2014; Senzai and 

Buzsáki 2017); whereas, excitatory neurons, putative granule cells and mossy cells, were 

recognised by their bursting pattern and slow spikes (Senzai and Buzsáki 2017). Both neuronal 

populations increased their activity during laser stimulation, probably resulting from synaptic 

disinhibition (Yuan et al. 2017), which was also consistent with the enhanced incidence of 

dentate spikes, a hallmark of dentate gyrus synchronous activity (Bragin et al. 1995; Penttonen 

et al. 1997). Low excitability of granule cells has been proposed as a requirement for efficient 

orthogonalization of afferent spiking patterns arising in the entorhinal cortex (Rolls 2013). Thus, 

nonselective increments of activity in granule cells are predicted to alter efficient pattern 

separation. By performing two types of episodic-like memory tasks, one contextual and another 

spatial, we reveal that discrimination of similar memories is disrupted by optogenetic inhibition 

of dentate gyrus SOM. 

The hippocampus has been proposed as a key structure for the control of memory expression 

using contextual information (Preston and Eichenbaum 2013). For this reason, the ability to 

differentiate overlapping contextual information during encoding should be important to 

facilitate posterior memory recall (Greene et al. 2013). In this regard, previous studies have 

typically used the fear conditioning paradigm to characterize the role of the dentate gyrus in 

encoding overlapping contextual information (T McHugh et al. 2007; Sahay et al. 2011). Given 
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the emotional valence of this kind of task, the amygdala is likely to be recruited (Zheng et al. 

2019), and possibly activate the hippocampus. Indeed, the basolateral amygdala is densely 

interconnected with the ventral hippocampus (Felix-Ortiz and Tye 2014; Yang and Wang 2017; 

Ahlgrim and Manns 2019). Thus, engagement of the dentate gyrus is expected when the 

amygdala is massively activated during aversive memory formation. The dentate gyrus also 

participates in the differentiation of overlapping object-spatial representations in neutral 

conditions (Bekinschtein et al. 2013; Miranda et al. 2018). By experimentally manipulating 

object-context associations we establish here that excitatory activity in the dentate gyrus 

mediated by AMPA receptors is necessary to discriminate overlapping contextual associations. 

Our results suggest that the dentate gyrus is involved in the general process of discriminating 

overlapping spatial-contextual information independently of its emotional valence. Specifically, 

we show that inhibition of hilar SOM impaired the acquisition of similar contextual and spatial 

representations, thus suggesting that somatostatin-dependent inhibition of the dentate gyrus is 

at play in the discrimination of different types of similar episodic memories. During pattern 

separation, different neuronal engrams represent similar contexts (Deng et al. 2013b). It has 

been shown that some of the dentate gyrus cells are highly sensitive to small changes in 

contextual cues (Leutgeb et al. 2007; Danielson, Kaifosh, Zaremba, Lovett-Barron, et al. 

2016b), suggesting that dentate gyrus ensembles recognize differences in contextual information 

with high sensitivity. Importantly, SOM regulate the size of such memory ensembles (Stefanelli 

et al. 2016), and thus inhibiting SOM is expected to dysregulate both the size and specificity of 

memory engrams. This hypothesis is supported by the anatomical distribution of SOM that 

selectively target the most external region of the dendritic trees of granule cells in the outer 

molecular layer (Freund and Buzsáki 1996), where contextual information is conveyed by 
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entorhinal inputs (Hargreaves et al. 2005), and damage to those afferents impairs spatial pattern 

separation (Vivar et al. 2012). Thus, the behavioral impairment resulting from the optogenetic 

inhibition of SOM could be attributed to deficits in the ability of the dentate gyrus to 

differentially encode contextual information resulting from impaired pattern separation. 

Pattern separation is believed to be critical during contextual memory acquisition, but its 

contribution to memory recall remains debated. It has been proposed that inhibition and 

excitation of dentate gyrus circuits play different roles during encoding, consolidation, or recall 

of overlapping memories (Lee and Kesner 2004; Rolls 2018). This is supported by the blockade 

of dentate gyrus AMPA and kainite receptors, which impairs the expression of fear memory 

(Pierson et al. 2015), while the blockade of GABAA receptors impairs consolidation, yet not the 

acquisition or retrieval of fear memories (Shahidi et al. 2008). Some theoretical models propose 

that sparse patterns of neuronal activation in the dentate gyrus guide memory encoding in the 

CA3 region, whereas memory retrieval is mediated through direct entorhinal inputs to the CA3 

region (Rolls and Kesner 2006). However, other studies suggest that the dentate gyrus 

contributes to both memory encoding and retrieval (Denny et al. 2014; Krasne et al. 2015; 

Bernier et al. 2017). This is supported by recent studies showing that recall cues can trigger 

reactivation of neural ensembles active in the dentate gyrus during memory encoding (Liu et al. 

2012; Ramirez et al. 2013; Ryan et al. 2015). Interestingly, we found that blockade of dentate 

gyrus AMPA receptors did not affect the recall of contextual memories. The differences 

observed could be, at least partly, due to methodological reasons. For example, we 

pharmacologically blocked AMPA receptors before the test session whereas the above-

mentioned studies selectively controlled very specific subsets of dentate gyrus neurons. Hence, 
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our results support the idea that the role of the dentate gyrus in the process of pattern separation 

is restricted to the encoding phase, at least, for emotionally-neutral memories. 

Feedback inhibition in the dentate gyrus is necessary for appropriate orthogonalization of 

neuronal ensembles representing similar memory episodes (Mcavoy et al. 2015). SOM receive 

direct inputs from both mature (Freund and Buzsáki 1996) and newborn (Yang et al. 2019) 

granule cells. Both granule cell populations have been proposed as drivers of feedback inhibition 

in pattern separation (Drew et al. 2016; Stefanelli et al. 2016). Several studies proposed a leading 

role for abGCs (Mcavoy et al. 2015; Drew et al. 2016). Indeed, the activation of abGCs engages 

inhibitory feedback principally arising from PV interneurons that provide perisomatic 

inhibition, but not from SOM that provide dendritic inhibition (Temprana et al. 2015). 

Moreover, ablation of hippocampal neurogenesis induces high excitability in granule cells (Ikrar 

et al. 2013) and impairs pattern separation (Clelland et al. 2009), supporting the idea that 

feedback inhibition mediated by PV interneurons controls pattern separation. On the other hand, 

a recent study suggests that mature granule cells poorly engage PV interneurons and 

preferentially excite SOM in vivo (Stefanelli et al. 2016). Thus, it is plausible that in pattern 

separation two parallel circuits are engaged during feedback inhibition. One circuit in which 

abGCs preferentially recruit PV cells and another circuit where mature granule cells 

preferentially activate SOM that would control the inhibition of granule cells directly. Since 

newborn cells are more excitable that granule cells (Marín-burgin et al. 2012), it is possible that 

feedback activity of SOM is more delayed than feedback inhibition of PV cells. Interestingly, 

computational models of pattern separation predict little contribution for the inhibitory feedback 

provided by SOM (Mcavoy et al. 2015). Our results suggest that feedback inhibition provided 



71 
 

71 
 

by SOM is necessary for pattern separation and it will be interesting that future computational 

studies consider this parameter when modelling hippocampal networks.  

Furthermore, the regulation of orthogonalization of granule cells relies heavily on the 

perisomatic lateral inhibition provided by parvalbumin cells (Sambandan et al. 2010; Guzman 

et al. 2019). In turn, lateral inhibition might be controlled by SOM through direct dendritic 

inhibition of granule cells and perisomatic inhibition of parvalbumin cells (Yuan et al. 2017). 

When mice explore novel environments, thus forming new memories, or during intense 

presynaptic activity in the dentate gyrus in vitro, dendritic inhibition is significantly larger than 

perisomatic inhibition (Moser 1996; Liu et al. 2014). A population of SOM locally innervates 

fast-spiking PV cells in the dentate gyrus and distally several other cell-types in the septum 

(Yuan et al. 2017). Consistent with such anatomic connectivity, we found that inhibition of 

SOM increased the activity of putative PV neurons and granule cells. Moreover, we observed 

increased incidence of dentate spikes, which results from simultaneous, brief dendritic 

depolarization and perisomatic inhibition of granule cells (Bragin et al. 1995; Penttonen et al. 

1997). Furthermore, SOM synaptically target PV interneurons unidirectionally, with no 

feedback projection described to date (Acsády et al. 2000; Savanthrapadian et al. 2014b). This 

synaptic projection regulates both the discharge probability and spike timing of PV neurons 

(Savanthrapadian et al. 2014b; Yuan et al. 2017). These changes in the dentate gyrus circuit are 

consistent with memory deficits and disrupted pattern separation taking place in cases where the 

population of hilar SOM is selectively decreased, such as epilepsy or aging (Holden and Gilbert 

2012; Spiegel et al. 2013; Reyes et al. 2018). In summary, our results suggest that SOM regulate 

general excitability in the dentate gyrus and are required for pattern separation during episodic 

memory encoding.  
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4.1.8 Figures 

 

 

8-Optogenetic inhibition of hilar somatostatin cells disrupts local network activity 

patterns in the dentate gyrus.  

Figure 1: A, Nissl-stained coronal brain section of dorsal hippocampus showing different 

regions, CA1, CA3 and dentate gyrus (DG). Scale bar, 500 µm. Inset, fluorescence micrography 

of the DG with optrode track stained with DiI. mol, molecular layer; gr., granular layer; hil., 

hilus. Scale bar, 500 µm. B, field potential and unit activity from the DG shown in (A). 

Horizontal bar depicts laser stimulation (5 sec-pulse delivered every 15 sec, 12 mW, fiber 

diameter 100 um). Top, LFP (filtered 1 Hz − 4 kHz); bottom, raster plots for eight 

simultaneously recorded cells. Note that during laser stimulation the four upper units increased 

their firing rate whereas the four lower units decreased thei firing rate. Red arrow in B and C 

depicts rebound activity at the end of the laser pulse. C, normalized discharge probability of 

responsive units during laser stimulation. Horizontal bar depicts laser stimulation (5–12 mW). 

Top, excited units (average increase = 12 %, n = 203). Bottom, inhibited units (average decrease 

= 6.3 %, n = 111). Black line, population average; gray lines, individual units. D, scatter plot 

showing the distribution of spike duration (trough-to-peak latency) and burst index for all laser-

responsive units. SOM, putative somatostatin-expressing units; PV, putative parvalbumin-

expressing units; M/G, putative mossy or granule cells. E, average waveforms and 

autocorrelograms for neuronal populations shown in (D). F, comparison of the spike duration 
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between unit clusters. Lines, population median; points, individual units. Kruskal-Wallis test, P 

= 4.95x10-37; Tukey-Kramer multiple comparison test, *, P = 3.48x10-5; **, P = 9.56x10-10. G, 

comparison of burst index between unit clusters. Kruskal-Wallis test, P = 2.82x10-32; Tukey-

Kramer multiple comparison test, **, P = 9.56x10-10. Lines, population median; points, 

individual units. H, comparison of response latency between unit clusters. Kruskal-Wallis test, 

P = 1.12x10-37; Tukey-Kramer multiple comparison test, **, P = 9.56x10-10. Lines, population 

median; points, individual units. I, top traces show examples of molecular and hilar LFP 

activity. Bottom traces show the same periods filtered for high-frequency activity (100-249 Hz). 

Asterisks depict dentate spikes. Shaded gray region is expanded in the next panel (J). J, arrow 

depicts an example dentate spike. K, crosscorrelogram between laser onset and dentate spikes. 

Black line, data average (n = 34 recording sites); gray area, data standard error; blue line, 

shuffling average (1000 iterations), blue area, shuffling standard error. Note significant increase 

in the relative density of dentate spikes during the first part of optical stimulation. 
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9-Encoding, but not retrieval, of overlapping contextual memories requires functional 

glutamatergic transmission the dentate gyrus.  

Figure 2.: A, schematic representation of the two versions of the object-in-context behavioural 

test used to assess context discrimination. Pharmacological experiments were performed by 

locally injecting either DNQX (1.89 µg/µl, 0.3 ul) or vehicle (veh., saline 0.3 µl) preceding 

every training session, when memory was encoded. B, anatomical representation of the 

hippocampus locations targeted during pharmacological experiments. Inset, histological 

verification was performed with cresyl violet staining. Discrimination Index (DI) accumulated 

over the entire behavioural test (5 minutes) for animals during pharmacological probing for both 

versions of the behavioural test, similar (C) and dissimilar (E). Note a significant effect only in 

the similar condition. Total exploration time accumulated over the entire behavioural test (5 
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minutes) for animals during pharmacological probing was not affected during either the similar 

(D) or dissimilar (F) condition. Data is represented as population mean ± SEM and individual 

animals (circles). Total exploration time during the training phase. G, schematic representation 

of the object-in-context behavioural test used in the similar condition to test memory retrieval. 

H, Discrimination Index during the retrieval phase. I, total exploration time during the retrieval 

phase. Unpaired Student´s t test; 2C, **, P = 8.74x10-7; 2D, P = 0.56; 2E, P = 0.61; 2F, P = 0.43; 

2H, P = 0.74; 2I, *, P = 0.0008. 
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10- Encoding of overlapping contextual memories requires somatostatin cells in the 

dentate gyrus.  

Figure 3. :A, schematic representation of the two versions of the object-in-context behavioural 

test used to assess context discrimination. B, anatomical representation of the hippocampus 

locations targeted during optogenetic experiments. Black arrow indicates the location of fibber 

tip. Histological verification was performed with cresyl violet staining. Optogenetic 

experiments were performed in either transgenic mice expressing functional halorhodopsin 

(NpHR+) or control mice lacking functional halorhodopsin (NpHR-) optically stimulated (5 sec-

pulse every 15 sec, 15 mW) during both training sessions. Discrimination Index (DI) 

accumulated over the entire behavioural test (5 minutes) for animals during optogenetic probing 

for both versions of the behavioural test, similar (C) and dissimilar (E). Note a significant effect 

only in the similar condition. Total exploration time accumulated over the entire behavioural 

test (5 minutes) for both versions of the behavioural test was not affected (D, F). Data is 

represented as population mean ± SEM and individual animals (circles). Unpaired Student´s t 

test; 2C, *, P = 0.005; 2D, P = 0.75; 2E, P = 0.84; 2F, P = 0.63 
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11-Dentate gyrus somatostatin cells regulate the encoding of spatial recognition memory.  

Figure 4. : A, schematic representation of the spontaneous location recognition test used in 

three versions (large = 180°, medium = 120°, and small = 50° separation) to assess spatial 

memory. Note that angular distance between B and C objects change in training. B, 

discrimination Index (DI) accumulated over the entire behavioural test (5 minutes) for animals 

performing the three different versions. Note that only the small separation is not discriminated. 

One-way ANOVA, P = 0.0057; Tukey post-hoc test; **, P = 0.039; ***, P = 0.006. C, total 

exploration time of test objects accumulated over the entire session for every version of the test, 

One-way ANOVA, P = 0.26. D, schematic representation of the medium version of the 

spontaneous location recognition test combined with optogenetic stimulations (blue line; 5 sec-

pulse every 15 sec, 15 mW) delivered during training. Bottom, coronal Nissl-stained coronal 

hippocampus section showing the track of the chronically implanted optic fibber (arrow). E, 

discrimination Index (DI) accumulated over the entire behavioural test for animals performing 

the intermediate version of the spontaneous location recognition test combined with optogenetic 

stimulation. Unpaired Student´s t test; *, P= 0.03. F, total exploration time of test objects 

accumulated over the complete session. Unpaired Student´s t test; P = 0.94. 
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12-Neural spiking responses to optogenetic stimulation in the hippocampus. 

Supplementary Figure 1.  A, Anatomical tracks (red lines) of optrodes positioned in the dentate 

gyrus. Scale bar, 500 µm. B, Proportion of units responsive to optogenetic stimulation at 

different power intensities in transgenic mice expressing halorhodopsin (NphR+) or control 

mice (NphR-). Proportions were significantly different between NphR+ or NphR- mice. X2 test; 

5 mW, P < 10-4; 7 mW, P < 10-6; 12 mW, P < 10-6. C, Normalized average discharge probability 

for all recorded units in NphR- mice (black lines) and NphR+ mice (blue line). Black horizontal 

bar depicts laser stimulation (5 seconds, fiber diameter 100 um). D, Response latency of 

hippocampus units to laser stimulation. Latency was significantly larger in excited units than 

inhibited units (Wilcoxon rank sum test, * p =7,8 10-39), thus suggesting different synaptic 

connectivity.  
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13-Field potential changes in response to optogenetic stimulation in the hippocampus.  

Supplementary Figure 2. A, Nissl-stained brain section of dorsal hippocampus showing 

different regions, CA1, CA3 and dentate gyrus (DG). Scale bar, 500 µm. Inset: fluorescence 

micrography of the DG with optrode track stained with DiI. mol, molecular layer; gr., granular 

layer; hil., hilus. Scale bar, 500 µm. B, Power spectral distribution of granular layer activity 

during light-on periods (red line) contrasted with light-off periods (black line). Bottom, ratio 

between light-on periods (red line) and light-off periods (black line) shows significant 

differences in high-frequency activity (100-250 Hz). p < 0.05, false discovery rate; red asterisks. 

C, Dentate spike counts during light-on and light-off periods of optogenetic stimulation. 

Wilcoxon paired test, * p = 0,017. 
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14-Arenas and objects used for similar (s-OIC) and dissimilar (d-OIC) object-in-context 

behavioural tests.  

Supplementary Figure 3. The rectangular apparatus was 40 cm x 25 cm length x 30 cm high, 

while the triangular one was 40 cm x 25 cm length x 30 cm high 
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15-Exploratory behaviour during training sessions in the object-in-context test. 

Supplementary Figure 4.  Fraction of time spent in the exploration of each object during 

training sessions in pharmacological (red) and optogenetic (blue) experiments. Empty bars 

represent control groups (vehicle in red, NphR- in blue), while solid bars represent experimental 

groups (DNQX, red; NphR+, blue). A and C show similar object-in-context tests, and B and D 

show dissimilar object-in-context tests. Paired two-way ANOVA; A p > 0,05; B p > 0,05; C p 
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> 0,05; D p > 0,05. Insets show the total exploration times of objects during the first (TR1) and 

the second (TR2) training sessions. Inset : Paired Student´s t test; A p = 0,45; B p = 0,16; C p = 

0,49; D p = 0,18. E and F show schematic representation of the two versions of the object-in-

context behavioural test used to assess context discrimination 
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16-Dynamics of contextual discrimination during the retrieval phase of the object-in-

context test.  

Supplementary Figure 5: Black lines represent control groups (vehicle, A and B; NphR-, C 

and D), whereas red and blue lines represent DNQX and NphR+ groups; respectively. Panels A 

and C show the similar object-in-context condition, whereas panels B and D show the dissimilar 

object-in-context condition. Student´s t test performed point-by-point against zero; *, p < 0.05; 

**, p < 0.01; ***, p < 0.001. DNXQ affects the DI of similar but not dissimilar contexts 

2way- ANOVA results: (A) ****pdrug<0.0001, F(1,12)=46.46, ****ptime=0.0001, 

F(9,108)=4.127; (B) pdrug=0,1405, F(1,12)=2.491, ptime=0.4136, F(9,108)=1.04; (C) 

pgeno=0.1788, F(1,80)=1.84, ptime>0.999, F(9,80)=0.0659; (D)  pgeno=0.2838, F(1,80)=1.64, 

ptime=0.8921, F(9,80)=0.4677. 
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17-Dentate gyrus AMPA receptors do not regulate memory retrieval in the similar 

object-in-context behavioural test.  

Supplementary Figure 6. :A, Schematic representation of drug administrations and similar 

object-in-context behavioural test paradigm. Animals were locally injected in the dentate gyrus 

with either DNQX or vehicle 15 minutes preceding the retrieval phase. B, Total exploration time 

during the training phase. Student´s t test, p = 0,8. C, Total exploration time during the retrieval 

phase. Student´s t test, *** p =0,0008. D, Discrimination Index during the retrieval phase for 

DNQX (red) and vehicle (black) groups. Student´s t test performed point-by-point against zero; 

*, P < 0.05; **, P < 0.01; ***, P < 0.001. E, Cumulative Discrimination Index during the entire 

retrieval phase. Student´s t test, p = 0,74. 
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18-Dynamics of Discrimination Index during the spontaneous location recognition test. 

Supplementary Figure 7.  A, Fraction of time spent in the exploration of each of the three 

objects (A, B, C) in the different test variations (large, medium, small). Paired two-way ANOVA 

p> 0,05 B, Dynamics of the Discrimination Index during the retrieval phase in the different 

variations. Student´s t test performed point-by-point against zero; *, P < 0.05; **, P < 0.01; ***, 
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P < 0.001. C, Fraction of time spent in the exploration of each of the three objects (A, B, C) in 

the different test variations. Empty bars represent NphR- animals, while solid bars represent 

NphR+ animals. Paired two-way ANOVA p> 0,05 Inset: Total exploration time combining all 

animals. One-way ANOVA p= 0,2D, Dynamics of Discrimination Index during the retrieval 

phase for NphR- and NphR+ groups. Student´s t test performed point-by-point against zero, *, 

P < 0.05; **, P < 0.01. E, schematic representation of the spontaneous location recognition test 

used in three versions (large =180°, medium=120°, and small=50° separation) to assess spatial 

memory. Note that angular distance between B and C objects change in training  
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19-Conceptual model for the role of dentate gyrus somatostatin neurons during pattern 

separation orthogonalization.  

Supplementary Figure 8. :Top, overlapped contextual information recruits the dentate gyrus 

(DG). Middle, we propose that somatostatin cells (SOM) regulate orthogonalization by directly 

controlling excitability of granular cells or indirectly by inhibiting parvalbumin cells. Bottom, 

during successful orthogonalization (left) overlapping input patterns are separated, whereas 

during SOM suppression by optogenetic stimulation, more granular cells are activated (black 

cells), thus overlapping inputs are not properly separated. 
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4.2.1 Abstract 

Successful memory involves not only remembering over time but also keeping 

memories distinct. Computational models suggest that pattern separation appears as a highly 

efficient process to discriminate between overlapping memories. Furthermore, lesion studies 

have shown that the dentate gyrus (DG) participates in pattern separation. However, these 

manipulations did not allow identifying the neuronal mechanism underlying pattern 

separation. The development of different neurophotonics techniques, together with other 

genetic tools, have been useful for the study of the micro-circuit involved in this process. It 

has been shown that less-overlapped information would generate distinct neuronal 

representations within the granule cells. However, since glutamatergic nor GABAergic cells in 

the DG are not functionally or structurally homogeneous, identifying the specific role of the 

different subpopulations remains elusive. Then, understanding pattern separation requires the 

ability to manipulate a temporal and spatially specific subset of cells in the DG and ideally to 

analyze DG cells activity in individuals performing a pattern separation dependent behavioral 

task. Thus, neurophotonics and calcium imaging techniques in conjunction with activity-

dependent promoters and high-resolution microscopy appear as important tools for this 

endeavor. In this work, we review how different neurophotonics techniques have been 

implemented in the elucidation of a neuronal network that supports pattern separation alone or 

in combination with traditional techniques. We discuss the limitation of these techniques, and 

how other neurophotonic techniques could be used to complement the advances presented up 

to this date. 
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4.2.2 Introduction 

 Research in the memory field has been interested not only in the ability to remember 

over time but also in the capacity to keep memories differentiated and resistant to confusion. 

To evoke a memory our brain needs to integrate the information it receives from the 

environment. This integration is important for coding the general structure of the environment 

and abstracting it from the specificities of individual events, which allows us to generalize to 

novel situations. This ability to separate memory components into unique representations was 

postulated to rely on a computational process known as “pattern separation”                                     

(Mcclelland et al., 1995; Norman and Reilly, 2003). Computational models define this process 

as a transformation of the correlated input information into an orthogonal output(Marr.D, 

1971; Treves and Rolls, 1994; Ranganath, 2010). According to these theories, the correct 

storage and retrieval of memories requires the stored of the information in non-overlapping 

representations. Since episodic memory implies learning about unique events and avoid 

interference, being able to differentiate them is particularly important for this kind of 

memories so that storing new information does not lead to overwriting previously-stored ones. 

For this reason, pattern separation is proposed as an essential component for the storage of 

differentiated representations of episodic memories and as such has been mainly studied in the 

hippocampus(Ranganath, 2010) (HP). 

The HP is one of the structures that constitute the medial temporal lobe and it has been 

associated with the pattern separation process. Classically, four regions have been identified in 

the HP that have distinct anatomical, physiological and genetic characteristics (see Figure 1): 
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the regions Cornu Ammonis 1, 2 and 3 (CA1, CA2, and CA3) and the dentate gyrus (DG). 

Computational models first suggested the potential importance of the DG for this cognitive 

function. The attractor system present in CA3 would be favored by a previous decorrelating 

process in the DG that could increase the storage capacity of the CA3 system(Amaral et al., 

1990; Rolls et al., 1998). The presence of a highly inhibited DG structure or subregion, with a 

5-time greater number of cells than the upstream entorhinal cortex (EC), and divergent 

connectivity towards the CA3 region appears as the perfect structure to be able to achieve this 

randomizing function(Amaral et al., 1990; Jung and McNaughton, 1993; Chawla et al., 2005; 

Leutgeb et al., 2007). The potential adaptive role of this putative function was immediately 

appreciated since very similar events could lead to different outcomes and being able to judge 

this is crucial for our cognitive versatility. 

Many tasks have been developed to show the relevance of the pattern separation process 

for cognition (Gilbert et al., 1998, 2001; Clelland et al., 2009; Toner et al., 2009; Creer et al., 

2010; Bekinschtein et al., 2013). Gilbert et al. (2001) found that the DG ablation leads to a 

deficit in the discrimination of two similar positions based on distal cues(Gilbert et al., 2001). 

This deficit was not observed if the separation between the positions was greater. These results 

were confirmed in  subsequent studies (Goodrich-hunsaker et al., 2005) strongly supporting 

the role of the DG in pattern separation. The gradually of the observed impairment indicates a 

failure in pattern separation at the behavioral level. Consistently, McHugh (2007) found, using 

a genetic approach, that mice lacking the essential NR1 subunit of the NMDA receptors 

(rNMDA) in granule cells (GCs) of the DG could not distinguish two similar contexts during a 

fear conditioning task although their performance in a regular task of contextual fear 

conditioning was normal(McHugh et al., 2007). Thus, the results indicate that dentate gyrus 
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participates in the discrimination of spatial or contextual information. The experiments 

commented above allowed to postulate the existence of a pattern separation process which it 

can be deduced from the behavioral performance (e.g. good execution on the pattern 

separation task) have correctly occurred, and can only hypothesize about the existence of an 

underlying circuit-level process that supports this kind of cognitive discrimination.  

Human studies indicate that patter separation takes place in the DG. In studies using 

high-resolution functional magnetic resonance imaging (fMRI) to measure brain activity 

during incidental memory encoding (Bakker et al., 2008; Lacy et al., 2011), authors found that 

CA3/DG activity was highly sensitive to small changes in the input. In such studies, the 

interpretation is that DG amplifies the differences between highly similar objects, thus 

generating highly dissimilar and non-overlapping representations. Then, the evidence 

accumulated from animal and human studies support the theoretical models proposed for the 

DG to be involved in pattern separation. As from the mechanism underlying this process, 

theoretical models proposed that the correct occurrence of the pattern separation process 

requires low excitability of GCs to induce the orthogonalization of memory representations 

(Treves and Rolls, 1992; Rolls and Kesner, 2006; Rolls, 2013). The low excitability would 

permit a small number of GCs to represent an episode, then decreasing the possibility of 

superposition between similar representations (Rolls, 2013). Also, orthogonalization could be 

a mechanism that forces distinct GCs to be active in the codification of similar episodes 

(Rolls, 2013). Lesion studies by electrolytic or histochemical techniques (Gilbert et al., 1998, 

2001; Goodrich-hunsaker et al., 2005; Hunsaker et al., 2008) and traditional 

electrophysiological techniques (Leutgeb et al., 2007; Neunuebel and Knierim, 2014) support 

this theoretical model. However, the exact mechanism by which pattern separation occurs 
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remains unresolved mainly for technical limitations. Over the last decades, the implementation 

of new technologies in the study of biologically relevant questions open a new window of 

opportunity to tackle in undertaking the complexity of the DG circuitry. Particularly, photonic 

techniques are one of the most used in neuroscience research (Torricelli et al., 1997). Their 

popularity comes from their characteristics, such us their adaptability to different settings and 

their versatility to study different problems, from the cellular to the behavioral level, as well as 

their high temporal and structural accuracy for cell-specific activity measurement and activity 

intervention (Cho et al., 2016). In this scenario, the usage of neurophotonics has shown some 

advantages over previous techniques in the study of the DG microcircuit involved in pattern 

separation.Regarding the complexity of this issue due to the cell-type variability proposed to 

be involved during the pattern separation process, it is important to try and contrast the 

theoretical models with the empirical evidence. In this review, we focus primordially on the 

evidence obtained by neurophotonics techniques. 

4.2.3  Implications of Memory Engram theory in Pattern separation process 

Pattern separation computational models (Rolls and Kesner, 2006; Rolls, 2013) propose 

that orthogonalization implicates the activation of different GCs within the total population in 

different contextual experiences. Empirical experiments have supported this statement. Using 

the expression of an activity-dependent gene, like the activity-regulated cytoskeleton-associated 

protein (ARC), Chawla and collaborators found that when mice were exposed to two different 

environments, ARC was expressed in two different sets of neurons (Chawla et al., 2005). Similar 

results were obtained for ZIF268 in an experiment where mice were allowed to explore the same 

environments but with two different motivations (Satvat et al., 2011). Both results indicate that 
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in the DG an orthogonalization process occurs not only to encode different contextual features 

but also to encode differences between the experiences per se. This activation of different cell 

populations appears to be specific to situations that require differentiation because when the 

mice explored the same environment with the same motivation, the sets of zif268 positive cells 

obtained was significantly overlapped (Satvat et al., 2011). This suggests a correspondence 

between the behavioral experience and the subset of cells that encode it. Interestingly, the 

representational differentiation also occurs in the CA3 region but not in the CA1 region (Leutgeb 

et al., 2005, 2007) of the hippocampus, This differential recruitment highlight the differentiation 

process as a DG and/or CA3 region property.  

The existence of the neural substrate of memories that make us unique and unrepeatable 

individuals has been a matter of discussion for over a century. Richard Semon proposed the 

existence of physical changes in the brain generated by the encoding of new information and 

called them “engrams” (Tonegawa et al., 2015). Engrams are commonly defined as a set of cells 

that are synchronously activated during the encoding of a particular experience resulting in the 

storage of this new information(Wang, 2019). Semon’s idea was too progressive for his time to 

experimentally contrast it., though it has changed in the last decades, when several publications 

supporting the engrams theory have appeared (for review,(Bocchio et al., 2017; Tanaka and 

Mchugh, 2018; Josselyn and Tonegawa, 2020)  as predicted by Martin and Morris (2002): "In 

our view, the final test of any hypothesis concerning memory encoding and storage must be a 

mimicry experiment, in which apparent memory is generated artificially without the usual 

requirement for sensory experience, or indeed any form of experience, during learning. […] In 

another sense, such an experiment would constitute a critical test that changes in synaptic 

efficacy are sufficient for memory, rather than merely necessary" (Martin and Morris, 2002). 
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Neurophotonics give us, for the first time, the opportunity to test the engram hypothesis. In the 

next section, we will try to address some of the advances made in the engram research area by 

focusing on the use of neurophotonics techniques. 

4.2.3.1 Neurophotonics in the development of engrams theory 

It was not until a few years ago that huge steps were taken in the  quest to identify memory 

engrams thanks to the generation of different behavioral, molecular, genetic and optic tools 

(Josselyn and Tonegawa, 2020). Particularly, optogenetics was the first neurophotonic 

technique used to tackle this question. Liu et al (2012) injected an adenoassociated virus (AAV) 

AAV9-TRE-ChR2-EYFP in the DG of a c-fos-tTA mice. The main idea of this strategy was to 

express channelrhodopsin-2 (ChR2, excitatory opsin) in the DG cells that were active during 

the training phase of a fear conditioning task (Liu et al., 2012) (c-fos will be recruited and drive 

the expression of tTA) They showed that activating this population of DG cells was enough to 

trigger the reactivation of the fear response. These results indicated that reactivating the cells 

recruited during the encoding of a fear memory was sufficient to retrieve and express this 

memory. This finding was supported and expanded when (Ramirez et al., 2013) were able to 

create a false memory. By reactivating the DG cells recruited during the encoding of a neutral 

context (context A) while the animal received a shock at a different one(context B), the authors 

were able to create a false association between context A and the delivery of the electrical shock 

(Ramirez et al., 2013). Interestingly, this phenomenon was observed in other parts of the brain, 

such as the olfactory bulb (Vetere et al., 2019) and the amygdala (Redondo et al., 2014), 

suggesting an underlying common neural mechanism. To study the stability of the contextual 

component of a fear memory within the neuronal representation in the HP, Ghandour, et al 
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(2019) performed in vivo Ca2+ imaging of putative engram and non-engram cells in the CA1 

region of the HP at post-training sessions (Ghandour et al., 2019). To do this, they injected a 

TRE-KikGR lentivirus into the CA1 (to label engram cells) of a Thy1-G-CaMP7 × c-fos-tTA 

double transgenic mice.  KikGR is a high effective fluorescent protein that could photoconvert 

from green to red upon the exposure to 365 nm light without affecting the Ca2+ imaging signal. 

Its expression was controlled in an  activity and time-dependent manner (by the c-fos-tTA 

construct). G-Camp7 is a very sensitive calcium sensor. Then, by combining both tools they 

could identify the activated engram cells during the recordings. They observed that the total 

activity pattern of the engram cells during learning were more stable across post-learning 

memory processing than the activity of the non-engram cells. However, as far as we know, this 

kind of experiments were not yet performed in the DG..  Nevertheless, these results suggest that 

neurophotonics is a powerful instrument in the quest and identification of memory engrams and 

their role in the different memory stages (Roy et al., 2016; Denny, Christine A; Lebois, 

Evans;Ramirez, 2017)(Roy et al., 2016; Denny, Christine A; Lebois, Evans;Ramirez, 2017)of 

normal and pathological conditions (Roy et al., 2016; Denny, Christine A; Lebois, 

Evans;Ramirez, 2017). 

The capacity of the brain to maintain differentiated engrams could be really useful for the 

storage of overlapping memories (Deng et al., 2013). Then, understanding how a particular 

subset of cells is recruited to be part of an engram is indeed important. It has been shown that 

neurons excitability could be enhanced by CREB expression (Han, Jin-Hee ; Kushner, Steven 

A; P. Yiu, Adelaide ; Hsiang , Hwa-Lin (Liz) ;Buch, Thorsten; Waisman, Ari ;Bontempi, 

Bruno ;L. Neve, Rachael ; Frankland, Paul W; Josselyn, 2009; Rao-ruiz et al., 2019) helping 

with the engram allocation into that particular subset of neurons (Zhou et al., 2009; Kim et al., 
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2013; Yiu et al., 2014). With this background in mind, Rashid et al (2016) asked if two fear-

conditioning episodes closely in time could recruit similar neuronal populations in the lateral 

amygdala (Rashid et al., 2016). They observed that the overlapping between arc and homer1, 

two immediate early genes, mRNA increased. Moreover, there were interested in dissecting if 

the excitability of a particular neuronal ensemble was sufficient to direct the memory allocation 

to those neurons. To do this, they guide the expression of halorhodopsin (NpHR3.0, inhibitory 

opsin) and ChR2 to inhibit or excite the activity of the same neuronal population before the first 

fear conditioning. The main objective behind this experimental design was to, bidirectionally 

modulate the excitability of the transfected neurons to enhance or decrease the degree of 

overlapping between memory engrams. They observed that the optogenetics manipulations had 

effects over the engram overlapping outcomes only when the two fear-conditioning episodes 

were generated within a limited time frame. This result suggests that depending on the temporal 

proximity between two slightly different experiences the neuronal ensemble recruited by both 

of them could be similar. This experiment suggest that, at least in the amygdala, the time interval 

between two similar experiences is crucial in the ability to generate distinct memory engrams 

and implies that this structure might not have the computational ability to use pattern separation 

as a disambiguating process. This kind of experimental setting would be really useful to dissect 

if pattern separation happening in the DG requires the allocation of two similar experiences into 

different neuronal ensembles. However, to tackle this idea, future experiments should 

parameterize the similarity of the contexts used during training. 

More recently, it has been shown that the enhancement of the engram cells excitability after 

reactivation is mediated by the internalization of Kir2.1 inward-rectifier potassium channels and 

the activation of NMDA receptors (rNMDA) (Pignatelli et al., 2019). It  was shown that K2+ 
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inward rectifier currents are negatively modulated by the activation of AMPA receptors 

(Houzen et al., 1998; Jones et al., 2000; Schroder et al., 2002). Using optogenetics to tag DG 

engram cells associated with a fear memory, Ryan et al (2015) have shown that engram cells 

present an enhancement of the spine density and rAMPA/rNMDA ratios compared with non-

engram cells (Ryan et al., 2015). Interestingly, this phenotype was depleted when the animals 

received a protein synthesis inhibitor, anisomycin, classically used to impair memory 

consolidation. To study more in detail this aspect, a technique called dual-eGRASP has been 

developed (Kim et al., 2012). The conventional GRASP technique requires two complementary 

mutant GFP fragments, which are expressed separately on presynaptic and postsynaptic 

membranes. When the complementary GFP fragments interact within each other at the synaptic 

cleft, a functional GFP appears. Then, the GFP signal indicates a formed synapse between 

presynaptic and postsynaptic neurons. Using this approach, it was shown that the CA3-CA1 

spine density is enhanced after the training phase (Choi et al., 2018), suggesting that the 

excitability changes observed happens in the entire engram cells ensemble. the increase of spine 

density observed in the engram cells was related to the enhancement of the rAMPA/rNMDA 

ratio and subsequently with the Kir2.1 inward-rectifier potassium channel internalization. Then, 

these results suggested that changes in the excitability of neurons (Park et al., 2016) that are part 

of an engram could be key in the mechanism of pattern separation of overlapping memories. 

It has been proposed that engram cells form distinctive ensembles spreads all over the 

brain(Kastellakis and Poirazi, 2019). This particularity it is associated with the capacity of 

integrating different features of the encoding experience(Guan et al., 2016). According to this 

idea, activation of DG engram cells, as a hub in the pattern separation mechanism, could trigger 

the expression of aversive or appetitive responses that are commonly located in different down-
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stream structures (Redondo et al., 2014; Ramirez et al., 2015; Roy et al., 2017; Chen et al., 

2019). Ramirez et al. (2015) shown that chronic optogenetic reactivation of rewarded 

experiences reverts the depressive-behavior in a mouse model (Ramirez et al., 2015).  Moreover, 

the chronic reactivation of the dorsal DG engram cells associated with an aversive experience 

generates extinction response, whereas the reactivation of the ventral DG engram cells generates 

an enhancement of the fear response (Chen et al., 2019). However, how memory function 

emerges from the coordinated activity between all the engram nodes remains a mystery. It has 

been shown that distinct neuronal populations of the basolateral amygdala participate in giving 

positive or negative valence (Redondo et al., 2014; Gore et al., 2015) to a particular experience. 

Then, it was proposed that the reactivation of contextual engram cells located in the DG could 

guide the reactivation of the valence engram cells associated with guiding the behavioral 

outcome of a certain experience (Tonegawa et al., 2015). These results are in line with the 

postulation that reactivation of one of the nodes guides the reactivation of the entire engram. 

Understanding the mechanisms underlying this feature could be useful for the treatment of 

different anxiety and mood disorders. 

 Then, the accumulated evidence proposes that the information in the brain could be stored at 

specifics cells ensembles. In this sense, the differentiation of similar information by generating 

non-overlapping engrams is proposed as the material outcome of a pattern separation process.  

Most of the studies focus their attention on the interaction between excitatory neurons at the 

time of characterizing the intrinsic properties of engram cells. However, the GCs are not the 

only glutamatergic cells within the DG neither the only population within the structure. Then, it 

is plausible that other cell populations might also be engram cells or at least play important 

modulatory roles to the main cells. In this regard, inhibitory engrams have been proposed to be 
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important for specific memory reactivation (for review (Barron et al., 2017)). In the following 

sections, we discuss the role of different cell types in the DG circuit involved in pattern 

separation. 

4.2.4  Dentate Gyrus Glutamatergic cells participation in pattern separation 

4.2.4.1 Usage of Neurophotonics in the study of the spatial codification of granule and 

mossy cells  

One of the most studied hippocampal function is its involvement in spatial memory 

encoding. Lesions or pharmacological interventions on the DG impairs the performance in 

different spatial memory tasks (Gilbert et al., 1998, 2001; Goodrich-hunsaker et al., 2005; 

Goodrich-Hunsaker et al., 2008), suggesting a role of this structure during the storage or recall 

of this kind of memory. Moreover, electrophysiological recordings have shown the existence of 

place cells within the dentate gyrus (Jung and McNaughton, 1993; Leutgeb et al., 2007), neurons 

that are selectively activated when rodents moved into a specific location within a maze 

(O’Keefe and Dostrovsky, 1971). A closer analysis has shown that the DG place cells present 

multiple place fields (Jung and McNaughton, 1993; Leutgeb et al., 2007) and, like CA1 place 

cells, can remap (Leutgeb et al., 2007). Remapping is a property consisting of the change of the 

place cell firing pattern in response to a small change in the sensory (Muller and Kubie, 1987; 

Colgin et al., 2008) or behavioral context (Colgin et al., 2008). In this way, it has been suggested 

that this remapping property allows the encoding of information emerging from similar 

experiences into distinct neuronal representations, which in turn is important for pattern 

separation. However, one of the disadvantages of the data obtained with electrophysiological 

recordings is the difficulty in distinguishing between other neurons that are also glutamatergic 

like mossy cells (MCs)(Soriano and Frotscherf, 1994). In this scenario, neurophotonic 
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techniques have allowed researchers to separate the contribution of GCs and MCs to pattern 

separation. 

The DG is composed primarily of GCs,  whose dendrites are arranged  within the 

molecular layer, and their cell bodies form the adjacent granule cell layer(Amaral et al., 2007). 

Between the molecular layer and the CA3 region, there is a polymorphic layer called the hilus. 

MCs are located only in the hilus region (see Figure 1). However, since GCs fibers and MCs 

co-exist in this region (Scharfman, 2016)(Scharfman, 2016)(Scharfman, 2016), their differential 

contribution to the circuitry functionality has been difficult to be dissected. One possible, and 

elegant, setting used for the study of the differential contribution from GCs and MCs has been 

to perform simultaneous optical stimulation and electrophysiological recordings (Senzai and 

Buzsáki, 2017; Jung et al., 2019). In these studies, an optrode was used. This array allows the 

simultaneous recording of the voltage field while the light is delivered to the tissue making 

possible to see the instantaneous effect of light in the firing rate of units recorded(Royer et al., 

2010; Anikeeva et al., 2011). Sensay et.al 2017 used dopamine receptor D2 (DRD2) promoter 

to drives the expression of a chloride pump called archaerhodopsin specifically to MCs. Using 

this strategy, neurons that suppressed their activity during the optical stimulation were classified 

as putative MCs (Senzai and Buzsáki, 2017). Surprisingly, this study found that MCs from the 

DG present one or more than one place fields, like GCs, making it necessary to reinterpret 

previous works (Jung and McNaughton, 1993; Leutgeb et al., 2007), but also proving the 

strength of the new optical techniques. 

With this system, the accuracy of the study of the MCs electrophysiological characteristics can 

be enhanced. However, this form of identification presents some limitations that depend on 
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neuronal connectivity. For example, in some cases, neurons that express archaerhodopsin can 

activate other neurons. Then, optical stimulation can induce suppression of the activity of 

neurons that express archaerhodopsin but excitation of neurons that are subsequently activated 

by them (Senzai and Buzsáki, 2017; Morales et al., 2019). This method does not allow the 

identification of GCs (that excite directly the MCs) but is useful for the identification of MCs. 

To tackle this issue, Danielson et.al 2017 used in vivo two-photon calcium imaging in awake 

behaving mice to differentiate the role of MCs and GCs. To achieve selective manipulation of 

MCs, they took advantage of the anatomical properties of MCs(Danielson et al., 2017). 

Specifically, they injected an adeno-associated virus expressing Cre-recombinase into the 

Dentate gyrus. Then they injected a Cre-dependent rAAV expressing GCaMP6f, a sensitive 

fluorescent protein used for imaging of neuronal activity, in one of the Dentate gyrus. Since 

MCs project to contralateral Dentate gyrus, this technique allows the expression of fluorescent 

markers only in MCs of the contralateral dentate gyrus. Then a chronic imaging window was 

implanted above the DG to visualize Ca2+ activity from MCs in head-fixed mice that have to 

run on a treadmill in different linear environments to receive a reward. They found that MCs 

have place fields, as has been previously described, but while GCs have high tuning specificity, 

MCs have low tuning specificity indicating that MCs have multiple firing fields. This  supports 

the findingthat place cells with multiple place fields that were founded in electrophysiological 

experiments (Jung and McNaughton, 1993; Leutgeb et al., 2007) are principally MCs. Danielson 

et.al 2017 showed that the fraction of place coding was bigger in MCs than in GCs, supporting 

the idea that, in electrophysiological recording, MCs represent an important number of place 

cells. Though a powerful approach, a disadvantage of this setting is that the cell-specificity is 

given by anatomical properties. Some studies show that MCs are not the unique cells that project 
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to contralateral DG (Scharfman, 2018). If this is confirmed, the results reviewed above required 

to be interpreted with caution. 

The results of a recent study (Jung et al., 2019) suggest a possible driver role of MCs in 

remapping. They showed that when there are changes in the environment, like those used to 

induce remapping, MCs response precedes the activity change on GCs. It is important to note, 

that to differentiate between GCs and MCs, Jung et.al 2019 injected a CRE inducible AAV to 

drive the expression of Chronos,   an excitatory opsin that is faster and more light-sensitive than the 

conventional channelrhodopsin (Klapoetke et al., 2014), in two different transgenic mice line, 

DRD2-Cre and POMC-Cre mice, that allowed them to excite, MCs and GCs respectively. 

Although the use of this setting to differentiate the role of MCs and GCs in the DG circuit was 

previously used, they argued that excitation is better than inhibition to discriminate between 

neuronal types.  

In summary, the evidence described above suggests that both CGs and MCs may be deferentially 

involved in the functionality of the DG circuitry. In particular, MCs showed more sensibility to 

contextual changes than GCs suggesting that MCs could be part of the circuits that detect and 

encode the non-overlapped information while the GCs could be encoding the overlapped 

information. Though further research would be needed to completely dissect their specific 

function, the evidence accumulated until now propose to MCs as important players in the 

mechanism of pattern separation. 
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4.2.4.2 What can we say about the "irritable” hypothesis using neurophotonic 

techniques? 

One of the most exciting topics on the study of the DG  is related to the role of each cell-

type in terms of which node orchestrate the activity of the other nodes. It has been shown that 

MCs can excite GCs directly and can inhibit GCs indirectly through the recruitment of feedback 

inhibition (Scharfman, 1995; Larimer and Strowbridge, 2008). However, due to the complexity 

of the DG circuit, the neuronal mechanisms underlying the net effect on GCs activity is still a 

controversial matter (Scharfman, 2018). 

In the early 80’s some seminal studies showed that the stimulation of commissural (fibber 

of MCs) just before stimulating the perforant path (PP) produced an inhibition over the GCs 

spikes population (Buzsaki and Eidelberg, 1981; Douglas et al., 1983) suggesting that the 

activation of MCs principally inhibits the activity of GCs. Interestingly, this conclusion was 

confirmed by subsequent experiments (Sloviter, 1983, 1991; Scharfman, 1995), allowing the 

establishment of the “dormant basket cells” hypothesis. This hypothesis proposed that the net 

effect of MCs on GCs activity was mediated by the activation of parvalbumin (PV+) GABA-

ergic interneurons within the DG that then inhibit GCs (Sloviter, 1991). However, in contrast to 

this theory, other experiments suggested that the net effect was mediated by the excitation of 

the GCs by the MCs (Buckmaster et al., 1996; Ratzliff et al., 2004). This alternative hypothesis 

called the “irritable mossy cells” hypothesis, proposed that the MCs hyperexcitability increase 

the activity of the GCs affecting in this way the net effect onto the DG. (Santhakumar et al., 

2000). Despite that the last hypothesis was described in pathological conditions like epilepsy, it 

has been extrapolated to memory function. Then, based on these two perspectives, MCs could 

modulate GCs response by indirect inhibition or direct activation. 
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One of the problems with electrical stimulation is how to selectively and specifically stimulate 

MCs (Amaral et al., 2007; Leranth and Hajszan, 2007). Then, identification of MCs by other 

parameters than their electrophysiological properties is required. Jackson et al 1996 used in 

hippocampal slice the voltage-sensitive dyes technique (Ebner and Chen, 1995; Chemla and 

Chavane, 2009; Tsytsarev et al., 2014)This technique has a better spatial resolution than 

traditional electrophysiological approaches and permits to study the spread of activity within 

DG after stimulation of PP. They showed that the spread of activity depends specifically on the 

hilar activation, while the PP damage was not related to this outcome (Jackson and Scharfman, 

1996) and that electrical stimulation of the hilus induce depolarization at the Inner molecular 

layer. Thus, they suggested that the spread of activity delivered by PP stimulation depends on 

positive feedback between GCs and MCs. Despite this results, other investigation that combine 

a laser-scanning photostimulation with a voltage-sensitive dye (Xu et al., 2010) have shown that 

photostimulation of the hilus does not increment the activity in GCs (Sun et al., 2017). Hsu et 

al 2016 performed a series of experiments to resolve the discrepancy between these results. They 

injected unilaterally a CRE inducible AAV carrying the ChR2 gene in the hilus of Grik4-cre 

hemizygous mice to direct the expression of ChR2 to the commissural fibber of contralateral 

DG. The authors found that inhibition/excitation balance in GCs was increased when 

commissural fibbers were photostimulated. Moreover, they showed that while concurrent 

activation of commissural and perforant pathways increased the response of GCs, the delayed 

activation of PP compared with the commissural pathway decreased the percentage of 

responding GCs (Hsu et al., 2016). These results proposed that the optogenetic stimulation of 

the PP at 10 Hz, the “dormant basket cells” hypothesis seems to apply. Interestingly, the 
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frequency of the Opto-stimulation is quite similar to the one observed in the hippocampus of 

animals during active exploration periods. 

Contrasting with what it was described above, another study (Hashimotodani et al., 2017) 

decided to address the effect of fast (30 Hz) optical stimulation of MCs fibber, because this kind 

of stimulation can induce long term potentiation (LTP). To generate an optical fast stimulation, 

they used ChIEF, a faster version of ChR2 (Lin et al., 2009). They found that fast optical 

stimulation induces LTP between MCs-GCs synapses, but not in mossy-interneurons synapses. 

This facilitation increases the excitation/inhibition balance thereby inducing an increment in 

GCs activity. These results obtained using a fast opto-stimulation protocol, support the 

“irritable” hypothesis. Taking all this evidence together, the Opto-stimulation frequency 

performed at the PP seems to be critical in defining the role of the MCs in the modulation of the 

GCs activity. If the input is low frequency, the indirect inhibition mechanism seems to modulate 

the GCs net effect, while the direct MCs-GCs excitation seems to be more preponderant when 

higher frequency inputs impact into the circuit. 

4.2.5 Neurophotonics applications in the study of the DG interneurons role in Pattern 

separation 

Several models have proposed that GABA-ergic DG interneurons mediate the control of 

GCs excitability and the orthogonalization of engrams that represents similar contexts (Rolls, 

2013). Electrophysiological experiments have shown that GABA-ergic interneuron activity in 

the DG, unlike other hippocampal regions, is higher in a novel than in a familiar context (Nitz 

and McNaughton, 2004), suggesting its role in encoding novel information (see Figure 1). Some 

of the GABA-ergic interneurons that contact GCs at the perisomatic region are basket cells 
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(BCs), whose inputs come from other GCs,  the perforant pathway (Freund and Buzsáki, 1996) 

and mossy cells (Scharfman and Myers, 2012; Hsu et al., 2016; Scharfman, 2016; Danielson et 

al., 2017)(Scharfman and Myers, 2012; Hsu et al., 2016; Scharfman, 2016; Danielson et al., 

2017)(Scharfman and Myers, 2012; Hsu et al., 2016; Scharfman, 2016; Danielson et al., 2017). 

Thus, in this way, these interneurons could control both feedback and feedforward inhibition 

onto GCs (Freund and Buzsáki, 1996; Savanthrapadian et al., 2014). On the other hand, within 

interneurons that contact the dendritic region of GCs are the hilar perforant path associated 

interneurons (HIPP), that correspond to a type of interneurons that have their soma in the Hilus, 

where contact with GC axons take place(Freund and Buzsáki, 1996; Savanthrapadian et al., 

2014; Yuan et al., 2017). It has been proposed that HIPP could control GCs activity through 

feedback mechanisms (Houser, 2007). There has been an established relationship between the 

anatomical characteristics of these subpopulations and the presence of specific neuronal 

markers(Freund and Buzsáki, 1996; Savanthrapadian et al., 2014). The expression of neuronal 

markers associated with distinct GABA-ergic cells has allowed the use of optogenetics 

techniques to analyze the role of each of these GABA-ergic interneurons in DG networks and 

pattern separation. Specially, BCs interneurons are PV+ while HIPP interneurons are 

SOM+(Freund and Buzsáki, 1996; Savanthrapadian et al., 2014; Yuan et al., 2017). 

The stronger inhibition mediated by the recruitment of PV+ interneurons counterbalance 

excitation of DG networks. In this way, stronger excited cells recruit GCs more effectively than 

less excited cells, allowing a “winner-takes-all” situation that would allow a good pattern 

separation mechanism(Sambandan et al., 2010b; Guzman et al., 2019). Electrophysiological 

experiments have shown that this property depends on the coactivation of the perforant pathway 

and mossy fibers(Sambandan et al., 2010b)(Sambandan et al., 2010a)(Sambandan et al., 2010a). 
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Although there are other mechanisms capable of regulating the activity of PV+ interneurons. 

Hu et al (2010), using confocal imaging and patch-clamp simultaneously, showed that some of 

the intrinsic properties of PV+ interneurons dendrites, like the presence of  Kv3 channels, are 

implicated in the rapid and precise time inhibition mediated by PV+(Hu et al., 2010). On the 

other hand, several studies (Savanthrapadian et al., 2014; Yuan et al., 2017) showed that SOM+ 

also contributes to the precision of the discharge of PV+. In this line of evidence, 

Savanthrapadian et al (2014) injected a Cre-inducible rAAV vector containing ChR2-tdT into 

the DG of SOM-Cre mice. They studied the PV+ interneurons while paired optical stimulation 

of SOM+ interneurons with electrical stimulation of PP. They showed that the optical 

stimulation of the outer molecular layer, where the axons of HIPP are present, increase the 

precision of action potential generation in PV+ interneurons (Savanthrapadian et al., 2014). 

Yuan et al(2017) showed that there are two types of SOM+ interneurons within the DG, the 

HIPP interneurons, that were studied by Savanthrapadian (2014), and SOM+ interneurons that 

have their axons in the hilus and contact other interneurons like PV+ interneurons. This last 

group is called hilus-associated interneuron (HIL; Yuan et al., 2017). In this study, the scientists 

used a similar injection protocol as described by Savanthrapadian (2014), but besides 

stimulating the outer molecular layers for the recruitment of HIPP, they stimulated the 

perisomatic region of PV+ interneurons. Using this approach, they showed that the activity of 

the HIL determines the activity of PV+ interneurons (Yuan et al., 2017). Thus, the activity of 

PV+ interneurons is regulated by SOM+ interneurons through dendritic inhibition by HIPP and 

perisomatic inhibition by HIL (see Figure 1). This complex array of inhibitory control seems to 

indicate a complementary role between PV+ and SOM+ interneurons and could be instrumental 

for pattern separation. 
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The entorhinal cortex (EC) is generally characterized as the main input to the DG (Rolls, 

2013). Understanding how cortical inputs modulate DG inhibitory microcircuits is crucial to 

understand the processing of information in the HP. To this end, Lee et. al (2016) studied how 

PV+ and SOM+ interneurons affect the activity of GCs in response to cortical stimulation. They 

injected an adeno-associated virus (AAV5) expressing Cre-dependent enhanced halorhodopsin 

(eNpHR3.0). Using this experimental approach, they selectively inhibit each of these 

interneurons, PV+ and SOM+. They showed that inhibition of PV+ interneurons suppresses 

GCs responses to single cortical stimulation. When cortical stimulation was in theta (θ) or 

gamma (γ) frequencies (Lee et al., 2016), i.e. frequencies present during exploration (Bragin et 

al., 1995), they found that both types of interneurons differentially regulate GCs responses. 

Interestingly they found that PV+ regulates the onset of the spike series, while SOM+ 

interneurons regulate principally late spikes. Overall, these results are in agreement with the 

view that PV+ and SOM+ interneurons play complemenetary roles in pattern separation. 

 Besides regulating GCs excitability, is possible that GABA-ergic interneurons also 

participate in the orthogonalization of engrams that represents similar contexts through a lateral 

inhibition mechanism. By coupling the expression of td-Tomato or EGFP reports with the 

expression of neurochemical marker for its identification in slice experiments, Espinoza et al 

(2018) found that in the case of GCs-PV+ connection, the ratio of lateral inhibition regarding 

recurrent inhibition was higher, suggesting an important role of this interneurons in lateral 

inhibition (Espinoza et al., 2018). On the other hand, Stefanelli et al (2016) were interested in 

the size of the ensemble recruited during the encoding of contextual information and how it 

modulates the specificity during recall. To tackle this question, they expressed ChR2 in GCs, 

SOM+ and PV+ interneurons to opto-stimulate these cells during the encoding of a contextual 



117 
 

117 
 

fear memory paradigm. They showed that the rise time of GABA-ergic current response induced 

by PV+ stimulation was the shortest. While the rise time of GABA-ergic current response 

induced by SOM+ and GCs did not have significant differences. In this way,  the authors 

conclude that, due to the similarity between GABA-ergic current response induced by SOM+ 

and GCs, the lateral inhibition induced by GCs corresponds to the recruitment of SOM+ 

interneurons(Stefanelli et al., 2016). Thus, in the case of orthogonalization, experimental 

evidence suggests that PV+ and SOM+ participate in a complementary way. These results 

provide evidence that integrates the role of different DG cell-types in the memory allocation and 

how it could contribute to the pattern separation process. From this perspective, DG interneurons 

are recruited during the encoding of contextual fear memory. Their role during this process 

seems to be circumscribed to the control of the size of the ensemble. If this process is affected 

by blocking the activity PV+ or SOM+ cells, the number of recruited GCs would increase. This 

outcome could affect the selectivity of the storage and/or recall of the information since the 

probability of overlap with other neuronal ensembles coding other memories  is enhanced.  

4.2.6 Neurophotonics techniques to understand the role of adult-born granule cells in 

patter separation 

The DG circuit, as well as the olfactory bulb, is continuously changing because of the 

integration of adult-born GCs (abGCs) (Sahay et al., 2011b),A growing body of studies are 

currently focused on finding if abGCs play a particular role in pattern separation. Clelland et al. 

(2009) found that blocking hippocampal adult neurogenesis by X-ray irradiation altered the 

animal's ability to distinguish small changes in spatial discrimination, but not unmistakable 

changes(Clelland et al., 2009). Consistently, Sahay et al. (2011) observed that animals with 

genetically increased levels of adult neurogenesis were better at discriminating between two 
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similar contexts (Sahay et al., 2011a). Moreover, many studies suggested that these new neurons 

could be a preferential substrate for remapping the place cells in presence of subtle changes in 

the environment. This is because the immature granular neurons have higher excitability and 

plasticity that distinguishes them from the population of old and relatively silent neurons 

(Esposito et al., 2005; Marín-burgin et al., 2012). In addition to this, it has been proposed that 

mature neurons could be specialized for certain, more stable characteristics of their environment 

since they would respond preferentially to the inputs they received during their 

development(Aimone et al., 2011). On the other hand, immature GCs showed a low threshold 

for the induction of LTP (Schmidt-Hieber et al., 2004; Ge et al., 2007). Then, the particular 

properties of immature GCs confer them the characteristics required to be involved in pattern 

separation. Consistently with this idea, Nakashiba et al. (2012) suggested that neither the larger 

number nor the more dispersed activity of the DG are sufficient to separate similar contexts and 

that young aGCs would be necessary to allow this process(Nakashiba et al., 2012).  

Ikrar et al (2013) studied the DG response to electrical stimulation with a Voltage 

Sensitive Dye Technique (Ebner and Chen, 1995; Chemla and Chavane, 2009; Tsytsarev et al., 

2014) using an iBax-nestin mice, a model mice in which neurogenesis can be enhanced with 

tamoxifen administration. They showed that photo or electrical stimulation of DG induced a 

smaller and less-spread neuronal excitability in mice with increase adult neurogenesis compared 

to the controls (Ikrar et al., 2013). These results suggest that adult neurogenesis is an important 

factor in the control of the DG neurons' excitability.  This result was supported by a different 

studies (Temprana et al., 2015; Drew et al., 2016). In this case, a retrovirus expressing a light-

activated channel channelrhodopsin-2ChR2 was delivered to the DG of adult mice for its 

selective transduction in neural progenitor cells of the adult DG. Then, acute slices were 
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prepared some weeks post-injection for studying the effect of photostimulation of abGCs 

generated at different time points. They showed that abGCs activate hilar GABAergic 

interneurons that in turn inhibit mature GCs (see Figure 1). Specifically, Temprana et al (2015) 

showed that recruitment of feedback inhibition is higher in abGCs of 7 weeks than in abGCs of 

4 weeks. This result suggests that as time passes abGCs tend to be more integrated into 

inhibitory circuits that facilitate their role in controlling the excitability of surrounding neurons  

A recent study (Luna et al., 2019)howed that besides the recruitment of feedback 

inhibition by abGCs (Temprana et al., 2015; Drew et al., 2016) these newborn neurons can 

directly inhibit mature GCs. Specifically, Luna et al (2019) selectively expressed 

Archaerhodopsin T in  abGCs. They showed that optical inhibition of abGCs produced an 

increment in the DG LTP response to electrical stimulation, even when GABA antagonists were 

used. This could indicate that inhibition is independent of GABAergic interneurons activation 

in the hilus. They also studied the effect of abGCs activation in mature GCs, by selectively 

expressing channelrhodopsin2 in abGCs. They showed that low intensities of light, that produce 

low levels of glutamate release from abGCs, induce IPSPs in mature GCs. Moreover, high 

intensities of light, that produce high levels of glutamate liberation, induce EPSP in mature GCs. 

Finally, they showed that low glutamate liberation, i.e. IPSP in mature GCs, is due to the 

preferential activation of the lateral entorhinal cortex that carries contextual information 

(Hargreaves et al., 2005; Wilson et al., 2013).Keeping low levels of mature granule cells 

excitability is important for pattern separation(Jinde et al., 2012), Luna et. al (2019) suggested 

that contextual information ─beside spatial information─ is relevant to promote a sparse coding 

in DG. Consistently, using calcium imaging Danielson et al (2016) differentiate the activity of 

abGCs from other populations that present a low spatial tuning but are good novelty detectors, 
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supporting a fundamental role of abGCs in disambiguating contextual information through the 

process of pattern separation(Danielson et al., 2016). 

All the evidence described in this section proposed that abGCs could play a key role in 

the formation of orthogonal representations from similar inputs. This is because of their high 

excitability during the early stages of their development is critical to determine which inputs 

will recruit them subsequently. Since neurogenesis is a continuous process, there are always 

abGCs at different stages of development. Therefore, the probability that two different 

experiences recruit the same subset of abGCs at the same developing time is low. This 

characteristic gives them a potential role in orchestrating the rest of the cells that potentially 

form the differentiated engrams in the DG. 

4.2.7 Final Remarks 

Neurophotonic techniques allowed the study of the role of different neuronal types in the 

DG networks functionality. Specifically, the evidence described above suggests a differential 

role of each neuronal type in the mechanisms underlying pattern separation. As we have 

described, neurophotonic studies led to propose models that go beyond unique neuronal types 

for information processing, and where several elements of DG network share complementary 

roles in the differentiation of overlapping information. Based on the body of evidence presented 

above, we are proposing a possible way in which all these different cell types might interact and 

contribute to pattern separation  

Neurophotonics have contributed to differentiate the role of three types of DG 

glutamatergic cells, mossy cells (MCs), newborn granule cells (abGCs) and mature granule cells 
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(GCs). Thus, it has been shown that MCs and abGCs present more remapping than mature 

GCs(Danielson et al., 2016, 2017; Senzai and Buzsáki, 2017), which suggests that MCs and 

abGCs are more sensible than GCs to detect small environmental changes, i.e. when differences 

must be detected in similar episodes. Besides, neurophotonics experiments suggest that these 

neuronal types would respond before than GCs (Marín-burgin et al., 2012; Jung et al., 2019) 

suggesting that both neuronal types could initiate the process of pattern separation. Besides, 

both neuronal types are more sensitive to contextual changes (Danielson et al., 2016, 2017; 

Senzai and Buzsáki, 2017; Luna et al., 2019)  which means that contextual information would 

be more relevant than other type of information. Thus, MCs and abGCs could initiate pattern 

separation through the detection of environmental changes, especially changes in contextual 

information. After activation of MCs and abGCs, they can initiate an inhibitory network. While 

abGCs can inhibit directly GCs (Luna et al., 2019), MC and abGCs would activate PV 

(Scharfman, 2018; Groisman et al., 2020), which in turn produces a lateral inhibition proposed 

to be important for pattern separation (Espinoza et al., 2018). Interestingly, the activity of SOM 

modulates the activity of PV(Savanthrapadian et al., 2014; Yuan et al., 2017) and can produce, 

itself a lateral inhibition (Stefanelli et al., 2016). On the other hand, the evidence indicates that 

the activity of SOM is delayed when compared with the activity of PV (Hsu et al., 2016; 

Stefanelli et al., 2016). Thus, both PV and SOM interneurons control the activity of GCs, but 

likely in a different time with PV activity preceding SOM activity. Some models propose pattern 

separation mechanisms that take into account and emphasize the role of PV interneurons 

(Guzman et al., 2019), abGCs (Sahay et al., 2011b) and MCS (Nakazawa, 2017). In this work 

we make a complementary interpretation to all these models, paying special attention to the 

interaction between the different cell types present in the DG (see Figure 1). Still, more work is 
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required to better understand the mechanism, dynamics, and constraints of pattern separation in 

the DG.  

However, it is important to highlight that in the last years our understanding of this process 

advanced enormously thanks to the development of neurophotonic techniques. We believe that 

the continuous advancement in this field in combination with genetic tools will prove to be a 

powerful strategy for ll for modeling pattern separation where a complementary role of different 

types could be studied. 
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4.2.9 Figure  

 

 

20-Representation of the DG-CA3 circuit 

Figure 1:. (A) Schematic representation of a coronal slice from rat brain. The hippocampus 

(HIP) is constituted by the Cornu Ammonis regions 1 and 3 (CA1 and CA3, in violet) and the 

Dentate Gyrus region (DG, in orange). (B) Zoom inset from the HIP. The main inputs to the HIP 

come from the layers 2/3 of the Entorhinal Cortex (EC) that constitute the perforant path (PP, 

light blue lines). The information coming from the EC could project to the CA3 Pyramidal layer 

directly or indirectly by making and intermediate synapse on the Granule cells (GCs, green 

ellipse) located in the Granular Layer (Gr) of the DG. Mossy cells (MCs, ligth blue rectangle) 

and adult-born Granule cells (abGC, blue circle) would be the first neurons activated, and could 

initiate pattern separation. The abGCs can modulate the activation of GCs through a direct 

connection, which is excitatory or inhibitory depending on the activity pattern of entorhinal 

input. On the other hand, abGCs and MCs can inhibit GCs by recruitment of parvalbumin 

containing interneurons (PV+, orange hexagon). Also, the activity of PV+ interneurons is 

modulated by somatostatin containing interneurons (SOM+, pink ellipse) and by GCs itself. 

SOM+ interneurons can directly inhibit GCs, specifically distal dendrites, where contextual 

information arrives. Thus, the interaction between the different cell types present in the DG 
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defines the activity of GCs, which project to CA3. Finally, the CA3 pyramidal cells project 

through the Schaffer collaterals to the CA1 pyramidal cells forming the main hippocampal 

output into Layer 5 of the EC.  
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5. DISCUSSION 

 

 

 

 

The results of this thesis suggest that SOM+ are necessary for pattern separation. How I 

mentioned in the introduction, low excitability and orthogonalization are two mechanisms that 

allow pattern separation. In the firsts part of this discussion, I will explain how SOM+ would 

participate in both processes. Then I will discuss the collaborative participation between SOM+ 

and other neuronal types of DG in pattern separation computational models. Finally, I will 

discuss some points that offer changes in the traditional view of pattern separation.  

5.1 ORTHOGONALIZATION AND LOW EXCITABILITY: TWO MECHANISMS 

MEDIATED BY SOM+ 

 

Figure 8 shows that inhibition of SOM+ increases the firing rate in GCs and PV+. That suggests 

that, in pattern separation, SOM+ would control the excitability of GCs directly through 

feedback inhibition and indirectly through the control of the activity of PV+. In the following 

sections, I will discuss both possible mechanisms.  

5.1.1 SOM+ would mediate lateral feedback inhibition  

 

Theoretical models have proposed that lateral feedback inhibition of GCs in DG is necessary 

for appropriate ortogonalización of ensembles of GCs representing similar episodes (Rolls, 

2013). Studies have proposed a fundamental role of PV+ in perisomatic lateral inhibition 

(Sambandan et al., 2010; Guzman et al., 2019). Recent research has suggested that HIL would 
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control this process through dendritic inhibition of GCs and perisomatic inhibition of PV+ 

(Yuan et al., 2017). In this line, studies have shown that when mice explore novel environments 

or during intense inputs activity, dendritic inhibition of GCs is significantly larger than 

perisomatic inhibition (Moser, 1996; Liu et al., 2014). This control involves not only reducing 

the discharge probability, but also controlling the temporal precision of action potential 

generation (Savanthrapadian et al., 2014; Yuan et al., 2017). In fact, for adequate recruitment of 

PV+ is necessary temporal coordination of input received (Sambandan et al., 2010). The PV+ 

activity generates a “winner takes all” mechanism in DG that would be used in pattern separation 

(Sambandan et al., 2010; Guzman et al., 2019; Morales et al., 2019). Thus, SOM+ would control 

orthogonalization of ensembles of GCs trough modulation of recruitment of “winner takes all” 

mechanism of PV interneuron (Yuan et al., 2017). For this temporal coordination, the intrinsic 

synaptic properties of HIL+ would be important and the projection of HIL onto the septum 

(Yuan et al., 2017) as well, which would allow the establishment of a coordinated theta rhythm 

between DG and septum, coordination that can be relevant during exploration of a novel 

environmental.  

On the other hand, recent studies have shown that SOM+ also contribute with lateral inhibition 

of granule cell trough HIPP that would operate as other “winner takes all” mechanism (Yuan et 

al., 2017). But in this case, this lateral inhibition is probably more posterior at lateral inhibition 

of PV+ (Stefanelli,et.al 2016). Thus, inhibition of PV+ activity, as a recent theoretical model 

suggests (Guzman et al., 2019), and inhibition of  SOM+, as I report here, implicates a bad 

performance in the pattern separation test. That could be explained for a bad modulation of “fast 

winner takes all ” of PV+ trough HIL or a bad “delayed winner takes all ” through HIPP. Future 

researches must study the role of both populations of SOM+ in the orthogonalization process. 
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5.1.2 SOM+ would mediate delayed feedback inhibition  

 

Theoretical models have proposed that feedback inhibition of GCs in DG is necessary to control 

the excitability of GCs (Rolls, 2013). Mature and abGCs have been proposed as feedback 

inhibition drivers in DG (Drew et al., 2016; Stefanelli et al., 2016). Several studies suggested a 

leading role for abGCs (McAvoy et al., 2015b; Drew et al., 2016). In fact, the activation of 

abGCs engages inhibitory feedback principally emerging from PV+ , but not from SOM+ 

(Temprana et al., 2015). Moreover, the ablation of hippocampal neurogenesis induces high 

excitability in GCs (Ikrar et al., 2013) and impairs pattern separations (Clelland et al., 2009), 

supporting the idea that feedback inhibition mediated PV+ controls pattern separation. On the 

other hand, a recent study suggests that mature GCs poorly engage PV+ preferentially exciting 

SOM+ (Stefanelli et al., 2016). In this line, slice studies have shown HIPP's role in controlling 

the excitability of GCs (Hofmann et al., 2016; Stefanelli et al., 2016). Here I show that this 

control happens in vivo experiments and is necessary for pattern separation. Thus, it is likely 

that in pattern separation, two parallel circuits can be engaged during feedback inhibition. One 

in which abGCs preferentially recruit PV+  and another in which mature GCs preferentially 

activate SOM+ that would control the inhibition of GCs directly through HIPP. Due to that, 

newborn cells are more excitable that GCs (Marín-burgin et al., 2012). Feedback activity of 

SOM+ may be more delayed than feedback inhibition of PV+ cells; in fact, slice experiments 

show this (Stefanelli et al., 2016). 
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5.1.3 SOM+ would participate in remapping   

 

Figure 10 suggests that SOM+ are necessary for contextual pattern separations. Additionally, 

figure 11 indicates that SOM+ are required for spatial memory. These results indicate that 

SOM+ could participate in the remapping of place cells. Specifically, suggest that  “low 

excitability” and “orthogonalization” could induce a remapping mechanism.  

Place cells are neurons of the Hippocampus that are selectively activated when rodents move in 

a maze (O’Keefe and Dostrovsky, 1971; O’Keefe, 1976). Place cells are part of a neural network 

that creates a map of an environment and where each place cells represent a part of this 

environment. This map would be useful to navigate based on previous experience (O’Keefe and 

Dostrovsky, 1971; O’Keefe, 1976). In this line, it has been shown that the set of place cells that 

are activated in exploration are reactivated in sleep (Wilson and Mcnaughton, 1993), and this 

information is useful for further navigations (Jarosiewicz and Skaggs, 2004; Leutgeb et al., 

2005).  

Remapping is a Hippocampus mechanism in which “place cells” change their firing pattern in 

response to a small change in the sensory inputs. (Muller and Kubie, 1987; Colgin et al., 2008) 

or behavioral context (Moita et al., 2004; Colgin et al., 2008). Thus, the remapping could be a 

mechanism for pattern separation. 

HIPP project toward the outer molecular layer (OML) of the dentate DG where the LEC 

afferents carry contextual information (Hargreaves et al., 2005). On the other hand, there is 

evidence that shows that the inactivation of LEC afferents affects pattern separation (Vivar et 

al., 2012). Thus, HIPP are good candidates to control the excitatory inputs reaching distal 
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dendrites of GCs, i.e., contextual information from LEC. Therefore, the behavioral impairment 

resulting from the optogenetic inhibition of SOM+ could be attributed to deficits in the ability 

of the DG to differentially encode contextual information resulting from impaired in remapping 

and subsequent pattern separation 

5.2 COMPUTATIONAL MODEL OF PATTERN SEPARATION  

 

The results of my thesis suggest that SOM+ participates in pattern separation. However, its 

possible participation must consider the other neuronal types of DG, which has been related to 

pattern separation. An adequate model must consider SOM+ interaction with abGCs, mossy 

cells, and PV+.In the following sections, I will discuss these interactions.  

5.2.1 SOM+ and computational models of pattern separation  

 

The first pattern separation models contain four neuronal types: mossy cells, GCs, HIPP, and 

BC interneurons (Myers and Scharfman, 2009). One of the controversial results of this model 

was that they showed that the elimination of GABAergic interneurons improved pattern 

separation, which contradicts my thesis's results. A possible explication is that HIPP receives 

direct afferents from the perforant pathway in this model and does not receive input from GCs, 

i.e, according to this models, HIPP mediates a feedforward inhibition. However,  abundant 

evidence shows that HIPP mediates feedback inhibition (Freund and Buzsáki, 1996; Yuan et al., 

2017).  

Other models considered the existence of neurogenesis in DG (Wiskott et al., 2006; Finnegan 

and Becker, 2015; Hofmann et al., 2016; Chavlis and Poirazi, 2017). However, these models do 

not show, with biological precision, how newborn cells interact with other neurons of DG. Other 
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models have suggested an interaction between abGCs and GABAergic interneurons (McAvoy 

et al., 2015a). Specifically, propose that abGCs activate a feedback inhibition. In this line, some 

studies show that abGCs can contact GABAergic interneurons like SOM+ (Groisman et al., 

2020). However, these connections, in the context of pattern separation, has not been studied.  

Other types of models have studied how mossy cells mediate GCs' inhibition through activation 

of BC interneurons (Danielson et al., 2017). They show that the elimination of mossy cells 

increases GCs' activity, which impairs pattern separation, which is explained by the loss of BC 

activity. However, some investigations (Larimer and Strowbridge, 2008; Yuan et al., 2017) 

suggest that mossy cells excite HIL. This new connection that has not been studied would 

obligate to postulate a new mechanism by which the mossy cells participate in pattern 

separation, besides the control of the excitability of GCs (Nakazawa, 2017) 

5.2.2 Proposal of an integrative model for pattern separation that considers the activity of 

SOM+.  

 

In this section, I propose a possible way in which different cell types of DG might interact and 

contribute to pattern separation.  

It has been shown that mossy cells and abGCs present more remapping than mature granule 

cells (Danielson et al., 2016, 2017; Senzai and Buzsaki, 2017). That indicates that mossy cells 

and abGCs are more sensitive than GCs to detect small environmental changes. Besides, 

experiments suggest that these neuronal types would respond before than GCs (Marín-burgin et 

al., 2012; Jung et al., 2019), suggesting that both neuronal types could initiate pattern separation. 

On the other hand, both neuronal types are more sensitive to contextual changes (Danielson et 
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al., 2016, 2017; Senzai and Buzsaki, 2017; Luna et al., 2019), which means that contextual 

information would be more relevant than another type of information.  

After activation of mossy cells and abGCs, they can initiate an inhibitory network. While abGCs 

can inhibit directly GCs (Luna et al., 2019),  mossy cells and abGCs would activate PV 

(Scharfman, 2018; Groisman et al., 2020), which in turn produces a lateral inhibition (Espinoza 

et al., 2018).  

On the other hand, SOM+ activity modulates the activity of PV+ (Savanthrapadian et al., 2014; 

Yuan et al., 2017) and can produce a lateral inhibition itself (Stefanelli et al., 2016). However, 

the evidence indicates that SOM+ activity is delayed when compared with the activity of PV+ 

(Hsu et al., 2016; Stefanelli et al., 2016). Thus, both PV+ and SOM+ interneurons control the 

activity of GCs, but likely in a different time with PV+ activity preceding SOM+ activity.  

Some models propose pattern separation mechanisms that take into account and emphasize the 

role of PV interneurons (Guzman et al., 2019), abGCs (Sahay et al., 2011) and mossy cells 

(Nakazawa, 2017). Now, the results of my thesis indicate that there is another element, the 

SOM+. Thus, future models must investigate the participation of all elements mentioned. 
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5.3 DISEASE THAT ARE IN RELATION WITH LOSS OR BAD FUNCTION OF SOM+ 

CAN IMPLICATE PROBLEMS WITH PATTERN SEPARATION  

 

An interesting prediction of my thesis is that diseases associated with a decline in SOM+ could 

also be related to pattern separation problems.  

Evidence shows that in epilepsy, the SOM+ are significantly affected (Goldberg and Coulter, 

2013; Hofmann et al., 2016). In agreement with my work, studies have shown that pattern 

separation is one of the cognitive abilities affected in epilepsy (Yim et al., 2015; Madar, 2018; 

Reyes et al., 2018).On the other hand, SOM+  loss is related to memory problems in the aging 

population, and it has been suggested that these memory problems result from problems in 

pattern separation (Spiegel et al., 2013). 

Thus, a pattern separation test could be used to detect if DG is affected in these pathologies. The 

study of the neuronal circuit of DG could help develop appropriate therapy. 

5.4 KIND OF TEST USED FOR STUDY OF PATTERN SEPARATION  

Studies typically use the fear conditioning paradigm to characterize the DG' role in the encoding 

of overlapping contextual information (McHugh et al., 2007; Sahay et al., 2011; Deng et al., 

2013). The results of my thesis (Figure 10 ) show that SOM+ are necessary for discrimination 

of overlapping contextual information in the episodic memory task. Then, SOM+ may 

participate in discrimination of overlapping contextual information in the fear conditioning task. 

However, it is important to note that both test do not activate the same neuronal networks. Given 

the fear conditioning task's emotional valence, the amygdala is likely to be recruited (Zheng et 

al., 2019). On the other hand, in the test that I used, the amygdala should not be recruited. 
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Thus, future research must study if SOM+ also participate in discrimination of context with 

emotional valence. Therefore, understand if there are several pattern separations mechanisms in 

Hippocampus or a unique pattern separation process. 

 

5.5 THE POSSIBLE ROLE OF SOMATOSTATIN NEUROPEPTIDE  

 

GABAergic interneurons release neuropeptides that are different in size and in action 

mechanisms than traditional neurotransmitters. An important characteristic is that they are 

released slower than traditional neurotransmitters, suggesting that they do not participate in 

rapid integrative functions (Baraban and Tallent, 2004). On the other hand, the release of 

neuropeptides could be significant when interneurons discharge a high frequency. In fact, in 

CA1, somatostatin containing interneurons discharge at high frequency in response to 

Achetilcoline (Pitler and Alger, 1992). This suggests that a possible role of somatostatin in 

pattern separation would happen when SOM+ firing rate is high. Probably, when mice explore 

a new enriched context, the activity of SOM+ increases. Interestingly, studies have shown that 

somatostatin receptors are principally in the molecular layer (Tallent, 2007) where arrives 

perforant inputs.  That supports the idea that somatostatin participates in the control of perforant 

pathway inputs.  

In the, CA1 of hippocampus somatostatin hyperpolarize the postsynaptic neurons through its 

effect in the current of calcio and potassium (Pittman and Siggins, 1981; Moore et al., 1988; 

Ishibashi and Akaike, 1995). Additionally, also in CA1, it has been shown that somatostatin 

have direct effect in inhibition of excitatory transmission (Tallent, 2007) and important role in 
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counteract the epileptic activity (Tallent and Siggins, 1999). Specifically, somatostatin have an 

important function in the control of neuronal activity of Dentate Gyrus activity. The induction 

of long-term potentiation (LTP) in Dentate Gyrus was impaired when application of high-

frequency trains happens during the application of somatostatin (Baratta et al., 2002). That 

suggest a possible roles o somatostatin in memory formation. In this line, there are evidences 

that show that, somatostatin decrease with age and there is a relation between this decrease and 

the impaired in memory function (Tallent, 2007). In addition, there are evidences that show that 

the activity of somatostatin is relevant to control of the epileptic activity. That suggest that the 

possible cognitive role of somatostatin include the control of dentate gyrus excitability. 
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