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ABSTRACT
We present the results of the analysis of high-resolution spectra obtained with UVES-FLAMES
at the Very Large Telescope for six red giant branch stars in the outer-halo metal-poor
([Fe/H] I = −1.98 and [Fe/H] II = −1.83) Galactic globular cluster NGC 5694, which has
been suggested as a possible incomer by Lee et al. based on the anomalous chemical compo-
sition of a single cluster giant. We obtain accurate abundances for a large number of elements
and we find that (a)the six target stars have the same chemical composition within the uncer-
tainties, except for Na and Al; (b) the average cluster abundance of α elements (with the only
exception of Si) is nearly solar, at odds with typical halo stars and globular clusters of similar
metallicity; (c) Y, Ba, La and Eu abundances are also significantly lower than in Galactic field
stars and star clusters of similar metallicity. Hence, we confirm the Lee et al. classification of
NGC 5694 as a cluster of extragalactic origin. We provide the first insight on the Na-O and
Mg-Al anticorrelations in this cluster: all the considered stars have very similar abundance
ratios for these elements, except one that has significantly lower [Na/Fe] and [Al/Fe] ratios,
suggesting that some degree of early self-enrichment has occurred also in this cluster.

Key words: techniques: spectroscopic – stars: abundances – globular clusters: individual:
NGC 5694.

1 IN T RO D U C T I O N

Modern wide-area optical surveys have revealed that the stellar
halo of nearby galaxies (including our own) contains a wealth of
sub-structures due to the accretion of smaller haloes (see, e.g. Ibata
et al. 2007; Bell et al. 2008, and references therein), as expected in a
hierarchical merging scenario for galaxy formation (e.g. Bullock &
Johnston 2005; Abadi, Navarro & Steinmetz 2006, and references
therein). It is now observationally established that the accretion of
satellites leads also to the accretion of their globular clusters (GC;
Bellazzini, Ferraro & Ibata 2003; Law & Majewski 2010; Mackey
et al. 2010, 2013). Therefore, searching for Galactic GCs that can

�Based on data obtained at the Very Large Telescope under the programmes
073.D-0211 and 089.D-0094.
†E-mail: alessio.mucciarelli2@unibo.it

be identified as coming from disrupted satellites is one possible
research lines to investigate the assembly history of the Milky Way
(MW) halo and the associated GC system.

A powerful technique to spot individual members of an ancient
accretion event (either a star or a star cluster) consists in find-
ing some peculiar feature in their elemental abundance pattern
markedly different from typical Halo stars, the so-called chemical
tagging (see Freeman & Bland-Hawthorn 2002; Schlaufman et al.
2012; Mitschang et al. 2013, for recent applications, discussion and
references). Examples of the identification of likely accreted GCs
by means of chemical tagging are provided by Cohen (2004) for
Palomar 12, and by Mottini, Wallerstein & McWilliam (2008) for
Ruprecht 106.

In this framework, Lee, López-Morales & Carney (2006, L06
hereafter) obtained high-resolution spectroscopy of a bright red
giant branch (RGB) star in the Galactic cluster NGC 5694, already
indicated as a possible incomer by Harris & Hesser (1976) because
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of its large distance and velocity (RGC � 30 kpc, Vr � −140 km s−1;
Geisler et al. 1995; Correnti et al. 2011). Intriguingly, Correnti et al.
(2011) found that the cluster density profile is much more extended
than previously believed and declines, in the outer fringes of the
cluster, with a slope that is not reproduced by model profiles gener-
ally adopted for classical GCs. L06 derived the chemical abundance
for several elements in the considered star and revealed that it dis-
plays [α/Fe], [Ba/Fe] and (possibly) [Cu/Fe] ratios significantly dif-
ferent from those of typical halo stars and of the bulk of Galactic GCs
of similar metallicity, concluding that the cluster has an extragalac-
tic origin. This conclusion is clearly very interesting, but it is based
on a single cluster star, virtually located at the very tip of the RGB.

To obtain a clear-cut confirmation of the tagging of NGC 5694
proposed by L06, we obtained high-resolution spectra of six cluster
members. In this paper, we present the results of the analysis of these
spectra. We obtained elemental abundances that fully confirm (and
extend) the results by L06. In addition, we provide the first insight
into the early self-enrichment history of this cluster, as traced by
the spread in Na, O, Mg and Al, that has been recently recognized
as a common feature of old GCs (see Gratton, Carretta & Bragaglia
2012, and references therein).

2 O BSERVATIONS

The data have been acquired with the FLAMES@VLT spectrograph
in the combined MEDUSA+UVES mode, allowing the simultane-
ous allocation of eight UVES high-resolution fibres (discussed in
this paper) and 132 MEDUSA mid-resolution fibres (discussed in a
forthcoming paper, mainly devoted to the internal kinematics of the
cluster). The employed spectral configuration for the UVES targets
discussed in this paper is the 580 Red Arm, with a spectral resolu-
tion of ∼40 000 and covering the range ∼4800–6800 Å. A total of
eight exposures of 46 min each for the same targets configuration
has been secured in Service Mode during the period between 2012
April and July. The targets have been selected in the bright portion of
the RGB (V < 16.5) from the B,V photometric catalogue by Correnti
et al. (2011, C11 hereafter; from Visible Multi-Object Spectrograph
(VIMOS)@VLT observations over a 24 arcmin × 20 arcmin field of
view), complemented with publicly available Wide Field Planetary
Camera 2@HST photometry of the central region from Piotto et al.
(2002). We selected our UVES targets among stars already con-
firmed as cluster members from their radial velocity by Geisler
et al. (1995); among them, we included also the only star analysed
by L06, namely our star #37. To avoid significant contamination
from other sources, we excluded from the original target list any
star (of magnitude V0) having a companion with V < V0 + 1.0
within two arcsec of its centre. Two out of the eight available UVES
fibres have been used to sample the sky background and perform a
robust sky subtraction for each individual exposure. The position of
the six target stars in the cluster colour–magnitude diagram (CMD)
is shown in Fig. 1, and their basic parameters are reported in Table 1.

The data reduction has been performed using the last version of
the FLAMES-UVES Common Pipeline Libraries based European
Southern Observatory (ESO) pipeline,1 including bias-subtraction,
flat-fielding, wavelength calibration with a standard Th-Ar lamp and
spectral extraction. The dispersion solution has been checked by
measuring the position of several sky emission lines and comparing
them with their rest-frame position taken from the sky lines atlas by
Osterbrock et al. (1996), finding no relevant wavelength shifts. We

1 http://www.eso.org/sci//software/pipelines/

Figure 1. CMD of NGC 5694: the stars analysed in this paper are high-
lighted as filled circles (the empty circle marks the star #37, in common
with L06).

found that the final merged spectra obtained from the ESO pipeline
are not satisfactory because of the quite poor quality in the over-
lapping region of adjacent orders. Thus, we decided to perform the
order merging under IRAF.

Each single (sky-subtracted) exposure of a given star has been
converted to the heliocentric system (the heliocentric correction has
been computed with the IRAF task rvcorrect) and finally co-added
together in order to obtain a median spectrum (thus removing spikes,
cosmic rays and other random spectral impurities). The typical
signal-to-noise ratio (SNR) per pixel for the brightest star are ∼60
at ∼5300 Å and ∼80 at ∼6300 Å; for the faintest star the SNR are
∼30 and ∼50, at ∼5300 and ∼6300 Å, respectively.

2.1 Radial velocities

Radial velocities (RV) have been derived using the DAOSPEC code
(Stetson & Pancino 2008), through the identification of ∼250–
300 absorption lines in each star. The two UVES chips are anal-
ysed independently; the agreement between the two radial ve-
locity estimates is excellent (〈RVlower − RVupper〉 = −0.28 km s−1,
σ= 0.24 km s−1). The typical uncertainty arising from this proce-
dure (internal error) is ∼0.05 km s−1, but the dominant source of
uncertainty is the zero-point of the wavelength calibration that we
estimated by measuring the position of several emission and absorp-
tion telluric features. The uncertainty in the wavelength calibration
(typically 0.3–0.5 km s−1) is added in quadrature to the internal er-
ror. The heliocentric RV and total uncertainty for each target star
are listed in Table 1.

The average RV is Vr = −140.4 ± 2.2 km s−1 (σ = 5.4 km s−1).
This value nicely agrees with those derived by Geisler
et al. (1995) and L06. The mean difference between our
RV and those listed by Geisler et al. (1995) is of
〈RVthis work − RVGeisler et al. (1995)〉 = +0.6 km s−1. with a dispersion
of σ = 6.9 km s−1, that can be considered as satisfying given the
low resolution of the spectra analysed by Geisler et al. (1995,
R = �3000). Also, we find an excellent agreement (〈RVthis work −
RVL06〉 = +0.0 km s−1) with the RV value provided by L06 for the
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Table 1. Fundamental parameters for target stars.

ID G95-ID RAJ2000 Dec.J2000 B V RV Teff logg vt

(deg) (deg) (km s−1) (K) (km s−1)

37 62 219.8853105 −26.5527808 17.025 15.644 − 138.6 ± 0.3 4180 0.65 1.90
57 51 219.8833781 −26.5442684 17.180 15.924 − 140.0 ± 0.4 4324 0.86 1.80
68 110 219.9161622 −26.5452373 17.276 16.094 − 138.5 ± 0.3 4414 0.99 1.80
82 109 219.9107318 −26.5464133 17.416 16.292 − 151.2 ± 0.4 4488 1.11 1.80
95 28 219.8684541 −26.5313730 17.498 16.414 − 137.0 ± 0.4 4540 1.19 1.80
105 68 219.8854188 −26.5660950 17.560 16.518 − 136.9 ± 0.5 4596 1.26 1.60

star #37, by using spectra with a spectral resolution similar to that
of UVES.

3 C H E M I C A L A NA LY S I S

The determination of the chemical abundances for the majority
of the elements has been obtained through the measurement of
the equivalent widths (EWs) of atomic transition lines and em-
ploying the package GALA (Mucciarelli et al. 2013) based on the
WIDTH9 code by Kurucz. For the lines that cannot be treated with
the EWs method (because they are blended with other lines), we re-
sort to the comparison between the observed and synthetic spectra.
Model atmospheres have been computed with the last version of the
ATLAS9 code, assuming local thermodynamic equilibrium (LTE) for
all the species and one-dimensional, plane–parallel geometry. In
the flux computation, we cannot take into account the approximate
overshooting (Castelli, Gratton & Kurucz 1997). The opacity dis-
tribution functions employed in the model calculations are those
available in the website of F.Castelli2 computed for a metallicity
[M/H] = −2.0 dex (according to L06) and with solar-scaled abun-
dance patterns for each element of the chemical mixture.

All the chemical abundances have been derived under the as-
sumption of LTE. Corrections for departures from the LTE approx-
imation are applied only for the Na lines, by interpolating on the
grid of corrections calculated by Lind et al. (2011b). The grid by
Lind et al. (2011b) does not include the cases with log g < 1, while
three programme stars have surface gravity slightly lower than this
boundary. For these stars, the corrections have been computed as-
suming log g = 1. Since the corrections are small and only weakly
dependent on stellar parameters – in the considered range – this ap-
proximation should have a negligible impact on the final abundance
estimates.

Reference solar abundances are from Grevesse & Sauval (1998)
except for oxygen, for which we adopted the most recent value by
Caffau et al. (2008).

3.1 Atmospheric parameters

Due to the combination of low metallicity and low surface gravity
of our targets, a fully spectroscopic derivation of all the atmospheric
parameters could be biased from departures from LTE conditions
(as discussed in Section 3.2). In order to avoid this kind of problems,
we resort to photometry to derive effective temperatures (Teff) and
surface gravities (log g). Atmospheric parameters have been derived
from B,V photometry in the C11 catalogue (with the expansion
described in Section 2).

Teff values have been computed by means of the (B − V)0 − Teff

transformation by Alonso, Arribas & Martinez-Roger (1999) based

2 http://wwwuser.oat.ts.astro.it/castelli/odfnew.html

on the Infrared Flux Method; the dereddened colour (B − V)0 is
obtained adopting a colour excess E(B − V) = 0.099 mag (C11)
and the extinction law by McCall (2004). Surface gravities have
been computed with the Stefan–Boltzmann relation, assuming the
photometric Teff, the distance modulus of 17.75 ± 0.10 (C11) and
an evolutionary mass of 0.75 M�, as estimated from the isochrone
from the Bag of Stellar Tracks and Isochrones (BaSTI) data set
(Pietrinferni et al. 2004) with age of 12 Gyr, Z = 0.0003 and a
solar-scaled chemical mixture (according to L06).3 The bolomet-
ric corrections are calculated according to equation 17 of Alonso
et al. (1999). Microturbulent velocities (vt) have been estimated by
minimizing the slope between the neutral iron lines and their re-
duced EWs (obtained as the logarithm of the EW normalized to its
wavelength).

Uncertainties in Teff are estimated by taking into account the
uncertainty in B and V magnitudes and in the colour excess. For
the very bright stars considered here, the dominant factor in the
photometric error is the uncertainty in photometric zero-point: here
we conservatively assume a photometric error of 0.03 mag in both
filters for all the targets. For the colour excess E(B − V) we adopted
an uncertainty of 0.02 mag. The total uncertainty (photometry + ex-
tinction) corresponds to a typical uncertainty in Teff of ∼50–60 K.

Uncertainties in the surface gravity are derived by considering
the error sources in Teff, luminosity (including the uncertainties
of the photometry and in the distance modulus) and in mass (that
we assume = ±0.05 M�, corresponding to the typical spread in
total mass along the horizontal branch of GC, see e.g. Valcarce &
Catelan 2008). Summing all these terms in quadrature leads to a
typical uncertainty in log g of 0.06 dex.

Finally, the error associated with the determination of vt is es-
timated by propagating the uncertainty in the slope in the reduced
EW versus Fe abundance plane, through a Jackknife bootstrap tech-
nique (Lupton 1993). This uncertainty is as small as ∼0.08 km s−1,
thanks to the large number of Fe I lines used to determine vt. To this
value, we added in quadrature the uncertainty in vt due to the co-
variance with the other parameters: Teff has been varied by ±1σTeff

(thus leading to a variation of log g) and the procedure to derive
vt has been repeated. Finally, we estimated a typical error in vt of
± 0.15 km s−1.

3.2 A comment about LTE and non-LTE

Late-type stars with low metallicities and surface gravities (i.e. ap-
proaching the RGB-Tip) are expected to suffer from deviations from

3 The choice of the stellar mass is affected by the details of the mass-loss,
a process not easy to model and still poorly known. However, the adoption
of different values of the stellar mass has a very small (<0.02–0.03 dex)
impact on the derived abundances.
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LTE conditions due to the occurrence of overionization because of
the UV radiation excess (basically Jν > Bν , where Jν is the source
function and Bν is the Planck function, see e.g. Asplund 2005).

The occurrence of these non-LTE effects thwarts the derivation
of log g from the ionization equilibrium, i.e. from the requirement
that Fe I and Fe II are the same within the uncertainties. Basically,
a forced ionization equilibrium in overionization conditions leads
to underestimate the surface gravities. For our targets we found,
on average, that 〈Fe I−Fe II〉 = −0.13 dex (σ = 0.05 dex). To erase
this offset, we need to adopt lower log g values, typically between
0.0 and 0.3, incompatible with the stellar evolution predictions for
a low-mass star in the bright portion of the RGB, in an old and
metal-poor stellar system as NGC 5694. For instance, the isochrone
used to derive the gravities predicts a surface gravity of 0.47 for
its brightest point. Note that a fully spectroscopic analysis leads
to temperatures lower by ∼100 K than those predicted from the
isochrone. Also, we checked that this offset cannot be a spurious
effect due to the adopted log gf values: an analysis performed on
the solar flux spectrum of Neckel & Labs (1984), adopting the so-
lar ATLAS9 model atmosphere computed by F. Castelli,4 provides
Fe I−Fe II = −0.01 ± 0.02 dex, excluding systematic offsets be-
tween the oscillator strengths of Fe I and Fe II lines. Thus, we can
easily attribute the discrepancy between Fe I and Fe II abundances
in the stars of NGC 5694 to non-LTE effects.

In order to reduce the effects due to overionization, we decide
to calculate the abundance ratios from neutral lines by scaling the
abundance on the Fe I abundance and those from single ionized lines
by scaling the abundance on Fe II. In fact, lines of the same ionization
stage have similar dependences from the parameter (in particular
from the gravity). Among the elements derived from neutral lines,
only the [O/Fe] abundance ratio has been scaled on Fe II, because the
overionization effects are reduced from its first ionization potential
and the oxygen abundance (when derived from the forbidden O line
at 6300.3 Å, as we have done) has a sensitivity to the gravity similar
to that of the ionized elements (we refer the reader to the detailed
discussion in Ivans et al. 2001).

3.3 Line list

We selected the transitions to be analysed through the visual inspec-
tion of synthetic spectra calculated with the atmospheric parameters
of the targets (and assuming a global metallicity [M/H] = −2.0 dex,
with solar-scaled abundance ratios for all the elements) and con-
volved with a Gaussian profile at the UVES resolution. The se-
lected lines are chosen unblended from other transitions. Oscillator
strengths and excitational potential are taken from the last version
of the Kurucz/Castelli line-list.5 When available, the Van der Waals
damping constants for the broadening by neutral hydrogen colli-
sions calculated by Barklem, Piskunov & O’Mara (2000) have been
adopted, and for the other transitions we adopted the values from
the Kurucz data base or, when the Van der Waals constants are not
available in the literature, they are computed by adopting the approx-
imate formulas discussed in Castelli (2005). After a first analysis,
we refine the line-list repeating the procedure of the lines selection
by using synthetic spectra computed with the proper chemical com-
position of each star; typically, only a few lines are discarded at this
step because they are blended with other transitions, and a few new

4 http://wwwuser.oat.ts.astro.it/castelli/sun/ap00t5777g44377k1odfnew.dat
5 http://wwwuser.oat.ts.astro.it/castelli/line-lists.html

transitions added to the line-list. Finally, the analysis is repeated
with the clean line-list.

3.4 Abundances from equivalent widths

EWs have been measured with the code DAOSPEC (Stetson & Pancino
2008) that automatically performs the line profile fitting adopting
a saturated Gaussian function, defined as h(λ) = g(λ)

1+g(λ) , where
g(λ) is the value of the Gaussian function at a given wavelength
λ. All the spectral lines are fitted by adopting a fixed full width
at half-maximum (FWHM), that scales with the wavelength, as
in wavelength-calibrated echelle spectra the spectral resolution re-
mains constant along the entire spectrum and the FWHM varies
with λ.

The FWHM for each spectrum has been estimated iteratively: we
performed a first analysis using as input value the nominal FWHM
of the grating, leaving DAOSPEC free to re-adjust the FWHM in order
to minimize the median value of the residuals distribution. The new
value of the FWHM (referred to the centre of the spectrum) is used
as input value for a new run, until a convergence of ∼0.1 pixel is
reached. After a visual inspection of the spectra and the check of
the final residuals, we adopted for the normalization a third-order
Legendre polynomial. We checked that the use of a slightly different
degree changes the derived FWHM at a level of 0.1–0.2 pixels, with
a negligible impact on the EWs.

We include in the chemical analysis only lines that satisfy the
following criteria:

(i) EW error smaller than 20 per cent. As EW uncertainty, we
assumed the error estimated by DAOSPEC from the standard deviation
of the local flux residuals and representing a 68 per cent confidence
interval of the derived EW. An error in EW of ±20 per cent translates
into an abundance error of ±0.1 dex for a line located in the linear
part of the curve of growth (typically, the lines with EW errors larger
than ∼10 per cent are the weakest ones). The median abundance
error due to the EW uncertainty for our lines is of ±0.05 dex (only
a few lines have abundance errors larger than 0.1 dex);

(ii) a reduced EW smaller than −4.7, corresponding to ∼100 mÅ
for a line at 5300 Å and ∼120 mÅ for a line at 6300 Å. This boundary
allows us to exclude lines in the flat part of the curve of growth,
that are less sensitive to the abundance, highly sensitive to the
microturbulent velocity and the velocity fields, and for which the
Gaussian approximation starts to fail, because of the development
of Lorentzian wings in the line profile;

(iii) a reduced EW larger than −6, corresponding to ∼5 and
∼6 mÅ at 5300 and 6300 Å, respectively. This boundary excludes
lines that are too weak and noisy;

(iv) DAOSPEC quality parameter Q lower than 1.2 in all the spectra.
This parameter is the ratio between the local intensity residual of a
given line and the root-mean-square intensity residual of the entire
spectrum. Typically, only a couple of lines have been discarded be-
cause their Q parameters are systematically higher than the adopted
threshold in each spectrum.

At the end of the analysis, the mean abundance (and the corre-
sponding dispersion) for a given element in a given star is computed
by averaging the abundances of the surviving lines weighted by the
uncertainty on the abundance as obtained from the EW error. For
those element for which only one line is available, the error associ-
ated with the individual abundance estimate is taken as the internal
error.

Table 2 lists some measured EWs and atomic data, the complete
set being available in the online journal.
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Table 2. Atomic data and measured EWs of the UVES targets. The com-
plete table is available in the electronic form.

Star λ Ion loggf χ EW σEW

(Å) (eV) (mÅ) (mÅ)

NGC 5694−37 4882.1 Fe I −1.640 3.420 48.00 5.69
NGC 5694−37 4927.4 Fe I −2.070 3.570 20.20 3.02
NGC 5694−37 4950.1 Fe I −1.670 3.420 53.50 4.75
NGC 5694−37 4985.2 Fe I −0.560 3.930 76.90 5.29
NGC 5694−37 5002.7 Fe I −1.530 3.400 57.60 3.61
NGC 5694−37 5014.9 Fe I −0.300 3.940 79.60 3.17
NGC 5694−37 5028.1 Fe I −1.120 3.570 79.20 5.20
NGC 5694−37 5044.2 Fe I −2.020 2.850 60.70 4.70
NGC 5694−37 5090.7 Fe I −0.440 4.260 60.10 3.74

3.5 Abundances from spectral synthesis

We compare the observed spectra with synthetic spectra to derive
the abundance from those lines that exhibit a composite line struc-
ture. The oxygen abundance has been derived from the forbidden
line at 6300.31 Å,6 including the contribution of a close Ni line
(for each star we adopted the corresponding Ni abundance derived
from EWs). Odd-Z, iron-peak elements (Sc II, V I, Mn I, Co I and
Cu I) suffer from hyperfine splitting and we adopted for those tran-
sitions the line-list provided in the Kurucz data base.7 For Cu the
only available transition is that at 5105 Å, because the other Cu line
usually investigated (at 5782 Å) falls in the gap between the two
UVES chips. For Ba II, we measured the red lines at 5853.7, 6141.7
and 6496.9 Å using the line-list available in the National Institute
of Standards and Technology (NIST) data base taking into account
both hyperfine structure and isotopic splitting. Other Ba II lines are
available in the blue part of our spectra but we excluded these transi-
tions because they can be affected by relevant non-LTE effects (see
Sneden et al. 1996). We derived only 3σ detection upper limits for
the strongest La II and Eu II available lines, at 6390.5 and 6645.1 Å,
respectively. Also for these two lines, the modelling of synthetic
spectra includes the hyperfine structure and (only for Eu II) isotopic
splitting, by using the line-list by Lawler et al. (2001b) and Lawler,
Bonvallet & Sneden (2001a) for La and Eu, respectively.

The abundance for each selected line has been derived through
a χ2-minimization between the observed spectrum and a grid of
synthetic spectra calculated at different abundances. The synthetic
spectra have been computed by means of SYNTHE code developed
by Kurucz, including the entire Kurucz/Castelli line-list (both for
atomic and molecular transitions) and adopting the same model
atmospheres used to derive the abundances from EWs. The syn-
thetic spectra are convolved at the instrumental resolution, then
rebinned at the same pixel-step of the observed spectra (0.014 and
0.017 Å/pixel for the lower and upper chip of the 580 Red Arm
grating, respectively). Additional details about the fitting procedure
are discussed in Mucciarelli et al. (2012b).

The uncertainty in the line-fitting procedure has been estimated
by means of Monte Carlo simulations: for each line the fitting pro-
cedure has been repeated by using a sample of 500 synthetic spectra
where Poissonian noise has been injected (after the re-mapping of
the synthetic spectra at the same pixel-step of the UVES spectra)
in order to reproduce the noise conditions observed around the

6 This transition is often superimposed on telluric lines both in absorption
and emission; we carefully checked that in all the targets the oxygen line is
not contaminated by telluric features.
7 http://kurucz.harvard.edu/line-lists/gfhyper100/

Figure 2. Difference of the abundances of neutral iron lines for the star #37
as inferred from spectral synthesis and EW measurements as a function of
the iron abundance (from EWs, upper panel) and of the EW (lower panel).
Horizontal dashed lines mark the zero value.

analysed line. These uncertainties (ranging from ∼0.02 dex up to
∼0.07 dex, for SNR = 70 and 30, respectively for a line of moderate
strength) have been used as weights to compute the average abun-
dance for a given species or as internal error when only one line is
available, as done for abundance estimates derived from EWs.

In order to check possible systematic offsets between the abun-
dances inferred with the two methodologies (EWs and spectral
synthesis), we re-analysed with the method described above the
Fe I lines for the star #37 (taken as representative of our sample).
Fig. 2 shows the difference between the A(Fe I) abundances inferred
with the two methods as a function of the iron abundances derived
from EWs (upper panel) and of the EWs (lower panel). The av-
erage difference turns out to be A(Fe I)SS-A(Fe I)EW = −0.013 dex
(σ = 0.047 dex); also, none specific behaviour with the line strength
is found. This check confirms that the two methods provide basically
the same results.

3.6 Abundance uncertainties

The total uncertainty for a given elemental abundance is computed
as the sum in quadrature of two sources of error: (1) that arising
from the measurement procedure (EW or spectral synthesis), and
(2) that arising from the atmospheric parameters. The measurement
errors are computed as described in Sections 3.4 and 3.5.

Internal uncertainties related to the measurement errors for each
elemental abundance are computed as the dispersion of the mean
normalized to the root mean square of the number of used lines. Un-
certainties due to atmospheric parameters are calculated by varying
each time only one parameter by the corresponding error, keeping
the other ones fixed and repeating the analysis.

As discussed by several authors (see e.g. McWilliam et al. 1995;
Barklem et al. 2005), when we obtain the abundance ratios (as
[X/Y[ = [X/H]-[Y/H]) the systematic uncertainties related to the at-
mospheric parameters partially cancel out, because, in general, lines
of the same ionization stage respond in a similar way to changes
in the stellar parameters. For instance, the estimated abundance
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variation due to ±1σTeff for the star #37 is of +0.07
−0.06 for Fe and of

+0.07
−0.07 for Ca. Therefore, an error in Teff of that amplitude translates
into variations of the two considered quantities amounting to just
+0.00
−0.01 in the corresponding [Ca/Fe] abundance ratio. On the other
hand, the internal errors due to the (EWs or spectral synthesis) mea-
surements are independent and they will be combined in quadrature
for each abundance ratio. Thus, we provide for each element two
different estimates of the total uncertainty: (1) the uncertainty for
the absolute abundance [X/H] obtained by combining in quadrature
the internal error and those related to each atmospheric parameter,
and (2) the uncertainty for the abundance ratio [X/Fe] (where the
reference iron abundance is that from Fe I lines for neutral elements
and from Fe II lines for single ionized elements) obtained by sum-
ming in quadrature the internal errors of X and Fe, and the relative
abundance variation due to each atmospheric parameter.

3.7 Results and comparison with L06

Table 3 summarizes the measured abundance ratios in the target
stars, together with the adopted reference solar value and the to-
tal uncertainty. Reported errors are the total uncertainties of the
[X/Fe] abundance ratios, while the values in the parentheses are the
uncertainties of the [X/H] abundance ratios (see Section 3.6).

The inclusion in our sample of the star studied by L06 (our star
#37) give us the opportunity to check the reliability of our abun-
dances by the comparison with a completely independent analysis,
based on independent photometry and high-resolution spectra (from
MIKE@MAGELLAN). The elemental abundances for Fe, Mg, Si,
Ca, Ti, Mn, Ni, Cu, Y, Ba, La and Eu have been obtained in both
studies, for this star.

The atmospheric parameters adopted in the two analyses are
very similar (δTeff = 20 K, δ log g = 0.05 and δvt = 0.3 km s−1).

Table 3. Abundance ratios for individual target stars.

ID [Fe/H] I [Fe/H] II [O/Fe] [Na/Fe] [Mg/Fe]

Sun 7.50 7.50 8.76 6.33 7.58

37 −2.01 ± 0.07 −1.83 ± 0.06 0.01 ± 0.11 (0.09) 0.18 ± 0.06 (0.08) 0.12 ± 0.04 (0.06)
57 −1.99 ± 0.10 −1.89 ± 0.05 0.00 ± 0.11 (0.08) 0.10 ± 0.05 (0.06) 0.14 ± 0.04 (0.07)
68 −1.92 ± 0.09 −1.83 ± 0.04 −0.18 ± 0.13 (0.08) 0.06 ± 0.07 (0.07) 0.01 ± 0.05 (0.07)
82 −1.94 ± 0.09 −1.78 ± 0.05 −0.04 ± 0.11 (0.10) 0.08 ± 0.06 (0.06) 0.06 ± 0.06 (0.07)
95 −2.06 ± 0.09 −1.85 ± 0.04 0.13 ± 0.12 (0.10) <–0.30 0.15 ± 0.06 (0.07)
105 −1.88 ± 0.09 −1.81 ± 0.04 0.03 ± 0.14 (0.10) 0.07 ± 0.07 (0.07) 0.05 ± 0.07 (0.07)

ID [Al/Fe] [Si/Fe] [Sc/Fe] II [Ca/Fe] [Ti/Fe] I

Sun 6.47 7.55 3.17 6.36 5.02

37 0.86 ± 0.07 (0.07) 0.36 ± 0.07 (0.03) −0.24 ± 0.10 (0.07) 0.03 ± 0.02 (0.08) 0.01 ± 0.06 (0.11)
57 0.92 ± 0.06 (0.06) 0.35 ± 0.09 (0.06) −0.24 ± 0.11 (0.07) 0.05 ± 0.02 (0.08) 0.01 ± 0.05 (0.13)
68 0.92 ± 0.06 (0.06) 0.21 ± 0.07 (0.04) −0.31 ± 0.10 (0.07) 0.00 ± 0.02 (0.07) 0.05 ± 0.05 (0.13)
82 0.86 ± 0.11 (0.10) 0.25 ± 0.12 (0.11) −0.30 ± 0.11 (0.08) 0.02 ± 0.03 (0.07) 0.10 ± 0.05 (0.12)
95 <0.60 0.35 ± 0.08 (0.07) −0.31 ± 0.11 (0.07) 0.08 ± 0.03 (0.07) 0.14 ± 0.06 (0.12)
105 0.95 ± 0.09 (0.08) 0.30 ± 0.09 (0.07) −0.35 ± 0.10 (0.06) 0.01 ± 0.04 (0.07) 0.10 ± 0.10 (0.14)

ID [Ti/Fe] II [V/Fe] [Cr/Fe] [Mn/Fe] [Co/Fe]

Sun 5.02 4.00 5.39 4.92 6.25

37 −0.19 ± 0.05 (0.05) −0.45 ± 0.07 (0.13) −0.14 ± 0.05 (0.11) −0.60 ± 0.17 (0.14) −0.16 ± 0.13 (0.08)
57 0.00 ± 0.09 (0.09) −0.40 ± 0.08 (0.13) −0.17 ± 0.06 (0.14) −0.53 ± 0.18 (0.16) −0.16 ± 0.22 (0.20)
68 −0.14 ± 0.05 (0.06) −0.29 ± 0.06 (0.13) −0.12 ± 0.04 (0.13) −0.41 ± 0.17 (0.14) −0.28 ± 0.18 (0.15)
82 −0.13 ± 0.07 (0.08) −0.34 ± 0.10 (0.15) 0.00 ± 0.03 (0.11) −0.61 ± 0.26 (0.24) −0.11 ± 0.16 (0.12)
95 −0.04 ± 0.08 (0.08) −0.35 ± 0.12 (0.16) −0.16 ± 0.05 (0.12) −0.48 ± 0.18 (0.15) −0.31 ± 0.18 (0.16)
105 −0.07 ± 0.10 (0.11) −0.30 ± 0.12 (0.16) −0.13 ± 0.08 (0.13) −0.31 ± 0.17 (0.14) −0.12 ± 0.20 (0.17)

ID [Ni/Fe] [Cu/Fe] [Y/Fe] II [Ba/Fe] II [La/Fe] II

Sun 6.25 4.21 2.24 2.13 1.17

37 −0.03 ± 0.03 (0.08) −0.99 ± 0.14 (0.09) −0.64 ± 0.12 (0.12) −0.76 ± 0.16 (0.14) <−0.25
57 −0.10 ± 0.03 (0.10) −1.03 ± 0.15 (0.10) −0.74 ± 0.06 (0.05) −0.62 ± 0.18 (0.16) <−0.20
68 −0.08 ± 0.04 (0.10) −0.89 ± 0.15 (0.10) −0.82 ± 0.06 (0.06) −0.69 ± 0.16 (0.14) <−0.20
82 −0.05 ± 0.04 (0.10) −0.88 ± 0.15 (0.11) −0.80 ± 0.09 (0.09) −0.73 ± 0.16 (0.15) <−0.20
95 0.02 ± 0.04 (0.10) −1.29 ± 0.17 (0.13) −0.75 ± 0.06 (0.06) −0.68 ± 0.20 (0.18) <−0.10
105 −0.13 ± 0.06 (0.10) −1.28 ± 0.20 (0.17) −0.73 ± 0.11 (0.11) −0.76 ± 0.17 (0.15) <0.00

ID [Eu/Fe] II

Sun 0.51

37 <0.00
57 <0.00
68 <0.10
82 <0.10
95 <0.10
105 <0.15
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We find small differences in the iron content, with Feus −
FeLee06 = +0.07 dex and +0.10 dex for neutral and single ionized
Fe lines. Basically, these differences are fully ascribable to the dif-
ferences in the atmospheric parameters (mainly the difference in vt).
We re-analyse this star by adopting the same atmospheric param-
eters as in L06. Considering also the small offset in the employed
solar iron abundance (δFe� = 0.02), the difference turns out to be
of +0.02 for [Fe/H] I and 0.0 for [Fe/H] II.

For the other abundance ratios, the typical offset are smaller than
0.1 dex, except for Mn ([Mn/Fe]us − [Mn/Fe]Lee06 = −0.22 dex)
and Ba ([Ba/Fe]us − [Ba/Fe]Lee06 = −0.24 dex). However also
these differences are within the combined uncertainties of the two
estimates. At least for Ba, the offset can be easily ascribed to the
different vt values adopted in the two analyses, because the Ba II

lines are located in the flat part of the curve of growth and they are
sensitive to the velocity fields. Unfortunately, L06 do not provide
details about the employed hyperfine structure, oscillator strength
and isotopic splitting for the lines derived by spectral synthesis
and we are thus unable to properly compare the corresponding
abundances.

For La and Eu, the spectrum acquired by L06 has a higher SNR
with respect to our one, thus they are able to properly measure the
abundances for these elements, while we can provide only upper
limits. However, our upper limits are consistent with their results.

It may be worth noting that star #37 has been recognized as a
semiregular variable by Rodrigues de Andrade, Catelan & Smith
(2012, their V12). The V magnitude of the star in the 26 epochs
sampled by these authors, spread over ∼100 d, shows a typical
rms scatter of a few hundredths of a magnitude (a maximum
	V � 0.1 mag). This suggests that the amplitude of the variation
is so small as have negligible effect on the chemical abundance
analysis, as confirmed also by the excellent agreement between our
results and those by L06, derived from data obtained in different
epochs and as described above.

3.8 Defining a test case for differential comparison: NGC 6397

Since the main scientific goal of the present study is to verify if
NGC 5694 has indeed a chemical abundance pattern setting it apart
from the bulk of classical Galactic GCs of similar metallicity, it
seems safe to test the hypothesis against a bona fide, typical MW
halo cluster, by adopting a strictly homogeneous analysis on very
similar data.

With this aim, we retrieved, from the ESO Archive,8 the
UVES@FLAMES red-arm spectra of 13 giant stars of the GC
NGC 6397 (that has the same metallicity of NGC 5694 and an
abundance pattern typical of the MW halo, see e.g. Carretta et al.
2009b; Lind et al. 2011a; Lovisi et al. 2012) taken with the same
instrumental configuration used here for NGC 5694.

Atmospheric parameters have been determined with the same
technique described in Section 4.1, adopting the B, V photometry
used by Carretta et al. (2009b) and following the same steps of
the analysis described above. Even if these giants of NGC 6397
are slightly less evolved with respect to those of NGC 5694 (with
Teff in the range ∼4700–4900 K and log g between 1.5 and 2.0),
we analysed them with the line-list optimized for the targets of
NGC 5694, to maintain the full homogeneity of the analysis. For this
reason, some transitions detectable in our NGC 5694 stars cannot be
measured in the stars of the NGC 6397 sample because they are too

8 http://archive.eso.org/cms/

weak in their warmer atmospheres (in spite of the nearly identical
metallicity of the two clusters). The derived average abundances
for a number of elements are reported in Table 4 (together with the
differences δ between the abundance ratios measured in NGC 5694
and NGC 6397) and will be discussed in the following, providing
an extremely robust differential benchmark for the comparison with
NGC 5694 (see Section 4.1 for further details on the content of this
table).

Here we simply note that from our analysis, NGC 6397 has
[Fe/H] I = −2.00 ± 0.02 and [Fe/H] II = −1.90 ± 0.01, in
nice agreement with previous studies (Koch & McWilliam 2011;
Lind et al. 2011a; Lovisi et al. 2012, and references therein).
In particular, with respect to the analysis by Carretta et al.
(2009a) based on the same spectra, we find an average differ-
ence [Fe/H]I − [Fe/H]ICarretta09 = −0.01 dex (σ = 0.06 dex) and
[Fe/H]II − [Fe/H]II Carretta09 = +0.13 dex (σ = 0.06 dex), for neu-
tral and ionized iron abundances, respectively.

The two clusters have very similar iron content, with a
difference [Fe/H]I NGC5694 − [Fe/H]I NGC6397 = +0.02 dex and
[Fe/H]IINGC5694 − [Fe/H]IINGC 6397 = +0.07 dex, hence we can
safely assume that they have indeed the same metallicity.

4 TH E C H E M I C A L C O M P O S I T I O N O F N G C
5 6 9 4

4.1 Chemical homogeneity and iron abundance

As a first step in investigating the chemical properties of the clus-
ter, we check if the observed distributions of abundance ratios are
consistent with chemical homogeneity, i.e. if all the stars have the
same abundance of a given element within the uncertainties or if
there is an intrinsic spread. To this aim, we use the Maximum Like-
lihood (ML) algorithm described in Mucciarelli et al. (2012b), that
provides the mean, the intrinsic spread (σ int) and the respective
uncertainties for a given set of abundances, properly taking into
account individual observational errors, in the hypothesis that the
considered distribution can be approximated by a Gaussian.

In Table 4, we summarize the mean value and the intrinsic spread
of each abundance ratio, with the respective uncertainties as derived
with the ML algorithm. Excluding Na and Al (discussed separately
in Section 4.3), the target stars do not show significant spread in any
of the derived abundance ratios. For [Ni/Fe], we detected a formal
non-null spread but fully consistent with zero, within the errors
(σ [Ni/Fe] = +0.02 ± 0.03).

While the considered sample is too small to draw a firm con-
clusion concerning the cluster as a whole, these results strongly
suggest that the stars in NGC 5694 are as chemical homogeneous
as those of typical GCs (Carretta et al. 2009c). For this reason, in the
following we will adopt the average cluster abundance, as reported
in Table 4, instead of the abundances of individual stars for all the
elements except Na and Al. This will make easier the comparison
with other GCs.

For La and Eu, we have only upper limits to the abundance, hence
we do not provide intrinsic spreads and we assume as typical upper
limits for the cluster the values of the upper limits derived for the
star with the highest SNR.

The average iron content derived from the six giants analysed in
this work is [Fe/H] I = −1.98 ± 0.03 from neutral iron lines and
[Fe/H] II = −1.83 ± 0.01 from single ionized lines. As discussed
in Section 3.2, the offset between the two iron abundances is likely
due to overionization effects that can overestimate the abundances

 at Pontificia U
niversidad C

atÃ
¯Â

¿Â
½

lica de C
hile on M

ay 19, 2016
http://m

nras.oxfordjournals.org/
D

ow
nloaded from

 

http://archive.eso.org/cms/
http://mnras.oxfordjournals.org/


3674 A. Mucciarelli et al.

Table 4. Mean elemental abundances and intrinsic spreads for NGC 5694 and NGC 6397. The last column
lists the difference δ between the mean abundances of NGC 5694 and NGC 6397. Only the elements that
not show intrinsic spreads are listed.

Abundance ratio NGC 5694 NGC 6397
mean ± error σ int ± error mean ± error σ int ± error δ

[Fe/H] − 1.98 ± 0.03 0.00 ± 0.04 − 2.00 ± 0.02 0.00 ± 0.02 +0.02
[Fe/H] II − 1.83 ± 0.01 0.00 ± 0.02 − 1.90 ± 0.01 0.00 ± 0.02 +0.07
[O/Fe] − 0.02 ± 0.05 0.00 ± 0.05 – – –
[Mg/Fe] +0.10 ± 0.02 0.00 ± 0.06 – – –
[Si/Fe] +0.30 ± 0.03 0.00 ± 0.05 +0.43 ± 0.01 0.00 ± 0.06 −0.13
[Ca/Fe] +0.04 ± 0.01 0.00 ± 0.01 +0.37 ± 0.01 0.00 ± 0.01 −0.33
[Sc/Fe] II − 0.29 ± 0.04 0.00 ± 0.04 − 0.05 ± 0.02 0.00 ± 0.04 −0.24
[Ti/Fe] +0.05 ± 0.02 0.00 ± 0.04 +0.27 ± 0.01 0.00 ± 0.03 −0.22
[Ti/Fe] II − 0.13 ± 0.02 0.00 ± 0.04 +0.21 ± 0.01 0.02 ± 0.03 −0.34
[V/Fe] − 0.35 ± 0.03 0.00 ± 0.09 − 0.14 ± 0.03 0.00 ± 0.04 −0.21
[Cr/Fe] − 0.14 ± 0.02 0.00 ± 0.02 − 0.16 ± 0.01 0.00 ± 0.03 +0.02
[Mn/Fe] − 0.48 ± 0.07 0.00 ± 0.09 − 0.55 ± 0.04 0.00 ± 0.06 +0.07
[Co/Fe] − 0.19 ± 0.06 0.00 ± 0.07 0.07 ± 0.04 0.00 ± 0.05 −0.26
[Ni/Fe] − 0.06 ± 0.01 0.02 ± 0.02 0.00 ± 0.01 0.00 ± 0.01 −0.06
[Cu/Fe] − 0.99 ± 0.06 0.00 ± 0.09 − 0.89 ± 0.04 0.00 ± 0.10 −0.10
[Y/Fe] II − 0.77 ± 0.03 0.00 ± 0.03 − 0.35 ± 0.01 0.00 ± 0.03 −0.42
[Ba/Fe] II − 0.71 ± 0.06 0.00 ± 0.06 0.12 ± 0.02 0.00 ± 0.03 −0.83
[La/Fe] II <–0.25 – 0.24 ± 0.02 0.00 ± 0.04 –
[Eu/Fe] II <0.00 – 0.44 ± 0.01 0.00 ± 0.03 –

derived from neutral lines. Thus, we rely on the [Fe/H] ratio from
single ionized lines as reliable estimate of the cluster metallicity.

4.2 Comparison with other stellar systems

In Figs 3–6, we compare the average abundance of NGC 5694 as
derived in the present study (large filled pentagon) with several

Figure 3. 〈[α/Fe]〉 = [0.5(Ca+Ti)/Fe] as a function of [Fe/H] for different
samples of stars and GC. NGC 5694 is represented as a red filled pentagon,
while the empty starred symbol indicates NGC 6397 (from our homogeneous
analysis, see Section 3.8). Filled green circles are Galactic GCs; filled orange
squares are old GCs of the LMC. Small grey filled circles are Galactic field
stars; small blue circles are field stars in dSph satellites of the Milky Way.
The dashed line marks the solar value of 〈[α/Fe]〉.

Figure 4. Behaviour of [Cu/Fe] as a function of [Fe/H]. Same symbols of
Fig. 3.

sets of stars and star clusters, for a few key abundance ratios. Our
benchmark comparison cluster NGC 6397 (see Section 3.8, above)
is represented as a large empty star.

The other data sources and symbols are the following.

(i) Galactic field stars (grey points) are from Edvardsson et al.
(1993), Burris et al. (2000), Fulbright (2000), Stephens & Boesgaard
(2002), Mishenina et al. (2002), Gratton et al. (2003), Reddy et al.
(2003), Bihain et al. (2004), Barklem et al. (2005), Bensby et al.
(2005) and Reddy et al. (2006).

(ii) Stars from dwarf spheroidal (dSph) galaxies (blue points) are
from Shetrone, Coté & Sargent (2001); Shetrone et al. (2003, Carina,
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Figure 5. Behaviour of [Ba/Fe] as a function of [Fe/H]. Same symbols of
Fig. 3.

Figure 6. Behaviour of [Eu/Fe] as a function of [Fe/H]. Same symbols of
Fig. 3. Additionally, the position of the Galactic star BD+◦ 245 is shown
(Carney et al. 1997).

Fornax, Leo II, Sculptor, Ursa Minor and Sextans), Sbordone et al.
(2007, Sagittarius), Koch et al. (2008, Carina), Cohen & Huang
(2009, Draco), Letarte et al. (2010, Fornax), Frebel et al. (2010,
Ursa Major II and Coma Berenices), Venn et al. (2012, Carina) and
Lemasle et al. (2012, Carina).

(iii) Data for Galactic GCs (large green filled circles) for
α-elements are from Carretta et al. (2009b), for Cu from Simmerer
et al. (2003), for Ba from D’Orazi et al. (2010), for Eu from Sneden
et al. (1997, 2004), Ivans et al. (1999, 2001), Ramirez & Cohen
(2002), Lee & Carney (2002), James et al. (2004). GCs associated

with the Sagittarius (Sgr) dSphs or with its tidal stream are labelled
with their names: M 54 (Brown, Wallerstein & Gonzales 1999; Car-
retta et al. 2010), Arp 8 (Mottini et al. 2008), Palomar 12 (Cohen
2004), Terzan 7 (Sbordone et al. 2007) and Terzan 8 (Mottini et al.
2008). We did the same also for Ruprecht 106, strongly suspected
as being of extragalactic origin because of its lower-than-average
age (Dotter, Sarajedini & Anderson 2011) and peculiar abundance
pattern (Brown, Wallerstein & Zucker 1997).9

(iv) Old (age �10 Gyr) GCs in the Large Magellanic Cloud
(LMC) are represented as filled orange squares. The data are from
Johnson, Ivans & Stetson (2006) and Mucciarelli, Origlia & Ferraro
(2010).

4.2.1 Average abundances: α elements

The [α/Fe] ratios of NGC 5694 (see Tables 3 and 4) are around
the solar value for O, Mg, Ca and Ti, while only for Si the cluster
shows an enhanced abundance ratio, more typical of Halo stars and
clusters ([Si/Fe] = +0.30 ± 0.03). In Fig. 3, we show the position of
NGC 5694 in the 〈[α/Fe]〉 = [0.5(Ca+Ti)/Fe] versus [Fe/H] plane.
The adopted combination of α elements is intended to be broadly
representative of the group while (a) guaranteeing the largest sample
of stars and GCs to compare with, since the abundances of these
two elements are relatively easy to measure, and (b) being limited to
elements that do not show significant abundance spread in ordinary
GCs due to self-enrichment processes (like O and Mg; Gratton et al.
2012).

It is quite clear that the [α/Fe] ratio of NGC 5694 is significantly
lower than any MW or LMC cluster having [Fe/H] ≤ −1.5; more-
over, it lies at the lower limit of the distribution of the bulk of Halo
stars of similar metallicity. The direct – and strictly differential –
comparison with NGC 6397 shows that, while the abundance of Si
in the two clusters is not too different, Ca and Ti abundances in
NGC 5694 are much (and very significantly) lower than in
NGC 6397. O and Mg were not measured in our homogeneous
analysis of this cluster (Section 3.8), but were obtained by Car-
retta et al. (2009b). They found significant intrinsic spread in the
abundance of both elements and mean values of [O/Fe] = +0.29
and [Mg/Fe] = +0.46, both significantly larger than what we get
for NGC 5694. Hence, we must conclude that the difference in the
abundance pattern of α elements between NGC 5694 and classical
Halo GCs is large, strongly significant and robustly established.

In Fig. 3, NGC 5694 appears to fall straight on the sequence
defined by dSph stars, that is also populated by some Sgr and LMC
clusters and by Rup 106. This clearly suggests an origin in the same
kind of environment – a dwarf galaxy – also for NGC 5694.

4.2.2 Average abundances: iron-peak elements, copper, r- and
s-elements

Iron-peak elements like Sc, V, Mn, Co and Cr have sub-solar abun-
dance ratios, ranging from a mild depletion with respect to the
solar value ([Cr/Fe] = −0.14 ± 0.02 dex) to a significant depletion
(as observed for Mn, with [Mn/Fe] = −0.48 ± 0.07 dex). Among
the iron-peak elements, only Ni has a solar-scaled abundance ratio
([Ni/Fe] = −0.06 ± 0.01 dex). Differences between NGC 5694 and

9 Rup 106 was also tentatively associated with the so-called ‘Orphan Stream’
by Fellhauer et al. (2007), but Newberg et al. (2010) rejected the association
based on a more detailed determination of the orbit of the stream.
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NGC 6397 of the order of ∼0.25 dex (see Table 4) have been de-
tected for [Sc/Fe], [V/Fe] and [Co/Fe], while the [Mn/Fe], [Cr/Fe]
and [Ni/Fe] abundance ratios are compatible between the two clus-
ters (with differences smaller than 0.1 dex).

NGC 5694 is remarkably deficient in Cu, [Cu/Fe] = −0.99 ±
0.06, as noted also by L06. While the abundance of copper is at
the lower limit of the Galactic halo stars distribution, it is pretty
similar to that of NGC 6397, as well as to other metal-poor GCs
(see Fig. 4).

An overall depletion of the slow neutron-capture elements is
found, with [Y/Fe] II = −0.77 ± 0.03 and [Ba/Fe]II = −0.71 ±
0.06. The upper limits derived for [La/Fe] II and [Eu/Fe] II indicate
sub-solar abundance ratios for both these elements. The abundance
ratios of Y, Ba, La and Eu in NGC 5694 are significantly lower
than in NGC 6397. Fig. 5 shows at a first glance that the cluster
has [Ba/Fe] much lower than any other considered GC and than any
Galactic field stars in the considered sample having [Fe/H] � −2.2
(except one, see below).10 Only a couple of stars from the Carina
dSph populates the same region of the diagram as NGC 5694, while
the only other cluster showing a [Ba/Fe] ratio significantly lower
than other GCs of similar metallicity is Rup 106.

The similarity between NGC 5694 and Rup 106 emerges also
in the [Eu/Fe] versus [Fe/H] plane, shown in Fig. 6. Both clus-
ters stand out as remarkably Eu-deficient with respect to other
GCs and both Galactic and dSph stars. In our ‘comparison sam-
ple’ there is only one star that is strongly deficient in Eu, namely
the solar-neighbourhood sub-giant star BD+80◦ 245, discovered by
Carney et al. (1997), with [Fe/H] = −2.05 and [Eu/Fe] = −1.04
(Fulbright 2000). The star displays also sub-solar average [α/Fe]
ratio and [Ba/Fe] = −1.87; given its peculiar abundance pattern
and large apogalactic distance it has been indicated as having an
extra-Galactic origin (Carney et al. 1997).

4.3 Elements displaying abundance spreads: Na, O, Mg, Al

An impressive amount of photometric and spectroscopic informa-
tion collected in the past decade has reversed the classical paradigm
of GCs as simple stellar populations, revealing the co-existence in
the same cluster of different stellar generations with very small (less
than ∼200 Myr) age differences but distinct chemical abundance
patterns (see Carretta et al. 2009a; Gratton et al. 2012, and refer-
ences therein). As discussed by many authors (see e.g. Valcarce
& Catelan 2011, and references therein), it is generally believed
that the chemical enrichment of the GCs should have been driven
by polluters like, e.g. asymptotic giant branch (AGB) stars and/or
fast rotating massive stars, ejecting into the intracluster medium gas
processed by CNO, Ne-Na and Mg-Al chains, leading to variations
in light elements as He, C, N, Na, O, Mg and Al, without enrichment
in iron and other heavy elements (driven by Supernovae explosions,
whose ejecta cannot be retained in small mass systems as GCs). The
Na-O (and, to a lesser extent, Mg-Al) anticorrelation is considered
as a typical feature of all the old GCs massive enough to retain the
gas of these low-energy polluters in their early evolution and re-
gardless of the parent galaxy (see Carretta et al. 2009b; Mucciarelli
et al. 2010).

Figs 7 and 8 show the position of the individual stars of NGC 5694
(red circles) in the [Na/Fe]–[O/Fe] and [Mg/Fe]–[Al/Fe] planes,
respectively. Five out of six stars have the same abundances of

10 See Carney et al. (1997) for a small sample of Ba deficient Galactic stars
in the solar neighbourhood.

Figure 7. Behaviour of [Na/Fe] as a function of [O/Fe]. The red circles
are the individual stars of NGC 5694, in comparison with the individual
stars in the Galactic GC sample by Carretta et al. (2009a, grey circles), in
M54 (Carretta et al. 2010, black triangles), in the LMC old GCs (Johnson
et al. 2006; Mucciarelli et al. 2010, orange squares) and in the GCs of extra-
Galactic origin: Ruprecht 106, Palomar 12 and Terzan 7 (Brown et al. 1997;
Cohen 2004; Sbordone et al. 2007, green asterisks).

Figure 8. Behaviour of [Mg/Fe] as a function of [Al/Fe]. Same symbols of
Fig. 7.

these elements, within the uncertainties. On the other hand, star #95
has O and Mg abundances consistent with the others, but it shows
significantly lower Al and Na abundances.

As a sanity check, we analysed also the Na resonance D dou-
blet at 5890–5896 Å, a feature that is very strong even in our
low-metallicity stars (∼250–300 mÅ) and is not contaminated by
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interstellar Na lines, given the systemic velocity of the cluster. The
abundance derived from these lines is very sensitive to temperature,
gravity and EW uncertainty, with respect to the other Na lines used
in this work. Still, it provides an independent test on the difference
in Na abundance between star #95 and the other targets. The EWs
have been obtained with the IRAF task splot, adopting a Voigt profile
in order to properly take into account the contribution of the promi-
nent wings. From NaD lines, we confirm that the sodium abundance
of star #95 is indeed significantly lower (by �0.4 dex) with respect
to the other stars.

These findings provide a first indication that the self-enrichment
processes that seem common to all massive GCs occurred also in
NGC 5694. In light of the evidence collected for the Galactic GCs,
we can consider star #95 as belonging to the first stellar generation
of the cluster, while the other five should belong to a subsequent
generation, formed from the ejecta of the first stars. Although the
sample is too small to draw any firm conclusion on this issue, the
relative fraction of stars of the cluster labelled as second generation
stars resembles that observed in Milky Way GCs, where the second
generation stars currently account for ∼70 per cent of the total
stellar content of the clusters (Carretta et al. 2009a).

Concerning the origin of NGC 5694, it is interesting to note
that the stars considered in the present study lie at the margins
of the [Na/Fe]–[O/Fe] and [Mg/Fe]–[Al/Fe] distribution of stars in
classical GCs, and star #95 has [Al/Fe] and, in particular, [Na/Fe]
ratios compatible with the stars from metal-rich Sgr clusters and
Rup 106 (green asterisks in Figs 7 and 8) that, in turn, are clearly
different from genuine Galactic GCs also in this respect (i.e. they can
be chemically tagged as extragalactic also based on their abundances
of Na, O, Mg, Al; see Bellazzini 2012).

5 A B R I E F C H E M I C A L H I S TO RY O F N C 5 6 9 4

The chemical composition of NGC 5694 is remarkably different
with respect to the Galactic stars of similar metallicity. In particular,
NGC 5694 exhibits at least two main chemical peculiarities when
it is compared with Milky Way (field/GC) stars:

(i) solar-scaled [α/Fe] ratios, with the only exception of [Si/Fe]
(that appears to be enhanced with respect to the solar value);

(ii) deficiency of neutron-capture elements, both those usually
associated with slow neutron-capture (as Y, La and Ba) and to rapid
neutron-capture (Eu).

Since α-elements are produced mainly in the massive stars
through hydrostatic (for O and Mg) and explosive (for Si, Ca and
Ti) nucleosynthesis by Type II SNe, while iron is produced also by
Type Ia SNe, the [α/Fe] ratio is commonly adopted as tracer of the
relative contribution of Type II and Ia SNe. In the Galactic halo,
the [α/Fe] ratio remains nearly constant around [α/Fe] � +0.3 up
to [Fe/H] ∼ −1.0, where it begins to decline (the so-called knee),
reaching [α/Fe] ∼ 0.0 at [Fe/H] ∼ 0.0. Generally, the iron content
of the knee marks the metallicity reached by the system when the
ejecta of Type Ia SNe are well mixed in the interstellar medium and
their chemical signatures dominate the gas, because the Type Ia SNe
have longer time-scales than Type II SNe. Systems characterized by
star formation rates lower than that of the Milky Way will have the
knee shifted towards lower metallicity, as observed in dSph galax-
ies (see Fig. 3 and Tolstoy, Hill & Tosi 2009, for a discussion and
references). Thus, the low (solar) [α/Fe] abundance ratios (lower
than those observed in the Galactic halo stars of similar metallicity)
clearly suggest that this cluster formed from a gas enriched by both

Type II and Type Ia SNe and likely in an environment characterized
by a star formation rate slower than that typical of the Galactic halo.

The interpretation of the neutron-capture elements abundances
is complicated by the multiplicity of their nucleosynthesis sites.
Basically, the main contributors to slow neutron-capture elements
(like Y, La and Ba) at the solar metallicity are the AGB stars with
initial mass between ∼1 and ∼4 M� during the thermal pulses stage
(see e.g. Busso, Gallino & Wasserburg 1999), the so-called main
s-component. Slow neutron-capture processes occur also in massive
(M > 8 M�) stars during the convective core He burning phase, the
so-called weak s-component (see e.g. Raiteri et al. 1991; Pignatari
et al. 2010). These elements are not totally built from s-processes
because a small fraction (of the order of ∼20 per cent for these
elements) is produced from rapid neutron-captures. The efficiency
of the r-process can be estimated from the analysis of Eu, considered
a pure r-process element, being formed in the Solar system almost
totally from r-process nucleosynthesis (∼97 per cent, see e.g. Burris
et al. 2000). The precise site of the r-process is still debated but it is
usually associated with massive stars where a relevant neutron flux
is available. The chemical abundances of neutron-capture elements
in NGC 5694 are unusual for both field and GC stars in the Galactic
halo and clearly point out that NGC 5694 has formed from gas
enriched in a different way with respect to the halo.

In the Milky Way, no GCs with such a low [Ba/Fe] ratio
is observed (see D’Orazi et al. 2010), while among field stars
[Ba/Fe] decreases in the metal-poor regime, at [Fe/H] < −2.5 dex
(Barklem et al. 2005). Also, NGC 5694 is remarkably deficient in
Eu ([Eu/Fe] < 0.0), while the stars of similar metallicity observed in
the Milky Way (as well as in the LMC and dSphs) are characterized
by enhanced values of [Eu/Fe]. The Eu depletion seems to suggest
that NGC 5694 formed from gas where the enrichment by r-process
has been less efficient than in other galaxies of the Local Group
studied so far. This finding could explain (at least partially) the low
Y, Ba and La abundances. Because the contribution by AGB stars
starts to be relevant after ∼100–300 Myr from the first burst of star
formation in the galaxy where the cluster formed, these elements
are produced mainly from r-processes.

L06 include among the chemical peculiarities of NGC 5694 also
the low [Cu/Fe] ratio. In light of our differential analysis with
NGC 6397, that shows a [Cu/Fe] ratio higher than that of NGC
5694 by only 0.1 dex, we are cautious to overinterpret the Cu abun-
dance in the cluster. The stars in the Milky Way show a relevant
scatter of [Cu/Fe] in the metal-poor regime: the bulk of the stars
around [Fe/H] ∼ −2 dex has [Cu/Fe] ∼ −0.7 dex, but both the sam-
ple of Mishenina et al. (2002) and Bihain et al. (2004) include stars
with [Cu/Fe] ∼ −1 dex at the metallicity of NGC 5694. On the other
hand, the sample of GCs by Simmerer et al. (2003) shows higher
(by about 0.3 dex) values of [Cu/Fe] for metal-poor clusters. Un-
fortunately, the data set by Simmerer et al. (2003) does not include
NGC 6397 and we cannot perform a direct comparison between the
two analyses.11

11 Simmerer et al. (2003) derived the Cu abundance for the majority of their
stars from the Cu line at 5782 Å and only for a sub-sample of star they are
able to measure the line at 5105 Å, used in our work. In order to check for
possible offset between the two transitions, we measured them in the solar
flux spectrum of Neckel & Labs (1984), finding differences in the derived
abundances less than 0.05 dex (and in excellent agreement with the solar
Cu abundance). Also, we checked that there are no difference between the
employed oscillator strengths, the hyperfine components and the isotopic
ratio for the 5105 Å between us and Simmerer et al. (2003).
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6 W H O A R E T H E R E L AT I V E S O F N G C 5 6 9 4 ?

Our chemical analysis confirms and extends the first findings by
L06, definitely tagging NGC 5694 as a foster son of the Galactic
Halo, therefore a cluster of extra-Galactic origin. Its abundance
pattern is significantly different from the other Galactic GCs of
similar metallicity, as well as from the bulk of metal-poor Halo
field stars. The cluster most likely originated in a dwarf galaxy
having a slower chemical evolution and a lower enrichment by
the r-process with respect to the Milky Way (see Tolstoy et al.
2009).

NGC 5694 is, by far, the most metal-poor GC chemically tagged
as an interloper of the Galactic halo. We note that clusters having
similar metallicity, that are known to be members of the Sgr dSph
(Ter 8, Arp 2, M 54) do not show the chemical anomalies that
allowed L06 and us to recognize NGC 5694 as an incomer: they
have α, Eu and Ba abundances fully compatible with the classical
Halo population (see also Mottini & Wallerstein 2008). Hence,
an association of NGC 5694 with the Sgr galaxy or with its tidal
stream can be excluded on the basis of the chemical abundance
pattern alone (thus confirming the conclusions by Law & Majewski
2010).

None of the dSphs studied so far fully matches the chemical
composition of NGC 5694 at the same metallicity level, since, in
particular, they display higher abundances of neutron-capture el-
ements, on average. Indeed, the dSph stars with an iron content
around [Fe/H] ∼ −2 cover a large range of [Ba/Fe] values typically
with [Ba/Fe] > −0.5 dex (but basically compatible with the Galactic
stars) and enhanced [Eu/Fe] (see for instance fig. 13 in Tolstoy et al.
2009). Still, the fraction of stars reaching [Eu/Fe] � +0.2 is larger
among dSphs than among the Halo population, in the considered
metallicity regime. Two Ba-poor stars have been identified in the
Carina dSph by Lemasle et al. (2012, namely MKV0397) and Venn
et al. (2012, namely #5070). MKV0397 has [Fe/H] I = −1.99 and
[Ba/Fe] II = −0.87, but with [Ca/Fe] = +0.39 (unfortunately, the Eu
abundance is not provided for this star). #5070 has [Fe/H] I = −2.15
and [Ba/Fe] II = −1.12, showing also solar abundances for [Ca/Fe]
and [Ti/Fe] but a strong (–0.36) depletion for [Mg/Fe], while
a slightly oversolar (+0.13) [Eu/Fe] ratio is found. A Bar-poor
star has been found also in the Draco dSph by Cohen (2004,
namely XI-2), having [Fe/H] I = −1.99 and [Ba/Fe] II = −1.12,
but [Ca/Fe] and [Ti/Fe] are heavily depleted (<−0.3 dex). We con-
clude that the available data are not incompatible with the hy-
pothesis that NGC 5694 was born in a system (chemically) simi-
lar to present-day dSphs, but the chemical properties of the clus-
ter are pretty extreme with respect to the overall distribution of
dSph stars.

Also Ultra Faint Dwarf galaxies (UFD) typically have stars as
metal poor as NGC 5694 with solar or sub-solar [α/Fe] ratios
(Vargas et al. 2013). While abundance estimates for r-process ele-
ments are largely lacking for these systems, it is very intriguing to
note that stars with [Fe/H] � −2.0, [α/Fe] � 0.0 and [Ba/Fe] �
−0.5, i.e. fully analogous to NGC 5694 stars, have been actually ob-
served in some UFD (namely CVn II and Leo IV, see Francois et al.
2012).

In a similar way, we check also the possibility that NGC 5694 can
be associated with the LMC. Johnson et al. (2006) and Mucciarelli
et al. (2010) provide conflicting results about the [α/Fe] ratios in
old LMC GCs. The clusters analysed by Johnson et al. (2006) have
solar-scaled [α/Fe], compatible with the dSph stars and with the
abundances in NGC 5694. On the hand, the GCs discussed by
Mucciarelli et al. (2010) have enhanced [α/Fe] ratios, compatible

with those of the Halo stars. However, both the analyses point
to solar or enhanced [Ba/Fe] ratios and enhanced [Eu/Fe] for the
LMC GCs. Thus, the different abundances of the neutron-capture
elements (and in particular the different level of enrichment by the
r-process) do not support the idea that NGC 5694 formed in the
LMC.

It is interesting to note that the chemical oddities that make
NGC 5694 such a peculiar object are – to some extent – shared
by Rup 106, a cluster whose extra-Galactic origin has been sus-
pected since long time (Buonanno et al. 1990; Lin & Richer 1992;
Fusi Pecci et al. 1995). As in NGC 5694, the two giant stars of
Rup 106 discussed by Brown et al. (1997) have [α/Fe], [Ba/Fe]
and [Eu/Fe] ratios lower than those of the Halo field stars of sim-
ilar metallicity. The two clusters lie in the same broad region of
the outer halo, having Galactic longitude, latitude and galactocen-
tric distance (l, b, RGC)NGC 5694 = (331.◦1, +30.◦4, 29.◦4 kpc) and
(l, b, RGC)Rup106 = (300.◦9, +11.◦7, 18.◦5 kpc), according to Harris
(1996, 2010 edition). They also have very similar galactocentric
radial velocity (VGSR = −233 and −231 km s−1, for Rup 106 and
NGC 5694, respectively; Law & Majewski 2010). By taking into
account its chemical composition, as derived in the present study,
we confirm that NGC 5694 is as old as the oldest Galactic GC
(in particular, as old or even slightly older than NGC 6397; De
Angeli et al. 2005). This implies that Rup106 is a couple of Gyr
younger than NGC 5694 (see Dotter et al. 2010, 2011). In turn,
since Rup106 is also ∼0.5 dex more metal-rich than NGC 5694,
this may hint at a common age–metallicity relation, as observed in
the GC systems of some dSphs (see, e.g. Montegriffo et al. 1998;
Forbes & Bridges 2010). Given all the above considerations, the
hypothesis of a common origin for the two clusters, in the same
(now disrupted) dwarf satellite of the Milky Way, cannot be easily
dismissed.
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Additional Supporting Information may be found in the online
version of this article:

Table 2. Atomic data and measured EWs of the UVES targets
(http://mnras.oxfordjournals.org/lookup/suppl/doi:10.1093/mnras/
stt1558/-/DC1).
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