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ABSTRACT

In this thesis a simple, fast and accurate iterative algorithm for pricing American
options and solve for its early exercise boundary under a stochastic volatility setup is pro-
posed. The algorithm is based on a fixed-point iteration that is derived from the early
exercise representation of American options, and is equivalent to a multivariate Newton
iteration that converges globally. This thesis is an extension of the work done by Med-
ina (2013) on the application of the algorithm on the pricing of American options under
the Black & Scholes model. The method is stable, robust, converges monotonically, and
i1s well suited for parallel calculations and programming. The algorithm is tested using
the Heston stochastic volatility model, and find that the procedure outperforms existing
methodologies in terms of pricing efficiency and precision in the calculation of the early
exercise frontier. In addition to a CPU implementation similar to what was done in Medina
(2013) for the Black & Scholes model, we take advantage of the method’s parallel nature
and do a GPU implementation under the Heston model in order to assess its real benefits

and surpass other benchmark methods.

Keywords: American Options, Parallel Computing, Stochastic Volatility,

Fixed-Point Iteration



RESUMEN

En esta tesis, se propone un algoritmo iterativo simple, rapido y preciso para valorizar
opciones Americanas y resolver su frontera de ejercicio 6ptimo bajo un modelo de volatil-
idad estocastica. El algoritmo estd basado en una iteraciéon de punto fijo que deriva de
la representacion del ejercicio Optimo para opciones Americanas y es equivalente una it-
eracion multivariable de Newton que converge globalmente. Esta tesis es una extension al
trabajo realizado por Medina (2013) en la aplicacién del algoritmo en la valorizacién de
opciones Americanas bajo el modelo de Black & Scholes. El método es estable, robusto,
converge monotonicamente, y es muy adecuado para célculos y programacion paralela.
El algoritmo es probado utilizando el modelo de volatilidad estocastica de Heston y se
halla que el procedimiento supera metodologias existentes en términos de eficiencia de
valorizacion y precision en el cédlculo de la frontera de ejercicio 6ptimo. Ademads de hacer
una implementacién en una CPU (similar a lo hecho por Medina (2013) con el modelo
de Black & Scholes), se toma ventaja de la naturaleza paralela del método y se hace una
implementacion GPU bajo el modelo de Heston para poder evaluar sus beneficios reales

y superar a los otros métodos comparables.

Palabras Clave: Opciones Americanas, Programacion Paralela, Volatilidad Es-

tocdstica, Iteracion de Punto Fijo
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I. ARTICLE BACKGROUND

1.1 Introduction

Options are financial instruments that allow holders to exercise the right to buy (Call
option) or sell (Put option) a defined underlying asset at a specified strike price within
a specified time frame. A European option gives the right to exercise at maturity only,
whereas an American option can be exercised at any time before maturity, making the
latter more difficult to model and value. This is mainly explained by the fact that to price
American options the early exercise boundary is needed to determine the optimal hold
and exercise policy and finally value this type of options. Due to this difficulty, American

options do not have a closed form analytical solution.

Given this inherent complexity in the American option pricing, Kim (1990), Jacka
(1991), and Carr et al. (1992), based on different approaches, derived an integral equation
to determine the early exercise boundary for this type of options. The authors showed
that the American option price is equal to the corresponding European price plus an early
exercise premium, which depends on the early exercise boundary. Despite of their work,
approximation and numerical techniques have to be applied in order to price these options.
The fact that no closed form analytical solution to the American option pricing problem
exists has encouraged researchers to come up with numerical methods to price American

options focusing on both the pricing precision and efficiency.

The need of more sophisticated models to value options and better understand its
drivers resulted in several models that enhance the geometric Brownian motion usually
assumed for the underlying asset when options are priced. In particular, the ones that
assume stochastic instead of constant volatility have proved to be useful to improve the
pricing and modelling by increasing the degree of complexity of the problem. Among the

several that exist, the one proposed by Heston (1993) stands out.



In this thesis, it is proved that the Fixed Point Iteration algorithm (FPI) initially pro-
posed in Medina (2013) and applied to a more sophisticated American option mathemat-
ical model (Heston stochastic volatility model) continues to be stable, accurate, efficient,
converges monotonically to the true option price as we increase time-steps, and remains as
areal alternative to other stochastic volatility numerical methods given that it outperforms
them. Based on numerical results, this thesis shows that FPI is capable of generating a
smoother policy compared to the Transformation Procedure algorithm (TP), resulting in
an efficient method in terms of grid size and pricing. It is important to note that the GPU
implementation of the Fixed Point Iteration proves to be useful and efficient for more
complex models as calculation times for the algorithm in the CPU increase signifcantly

compared to the Black & Scholes implementation.

The rest of the thesis is organized as follows. Section 1.2 defines the main hypothesis.
Section 1.3 defines the main objectives of this work. Section 1.4 introduces the theoretical
framework and numerical methodologies related to American option pricing under the He-
ston model. Section 1.5 introduces the proposed parallel algorithm for pricing American
options (Fixed Point Iteration). Section 1.6 presents the perspectives for future research.
Chapter II contains the main article of this thesis, written in colaboration with Gonzalo
Cortazar, Leonardo Medina, and Lorenzo Naranjo. This article contains some chapters
based on the work of Medina (2013). Within this, Section 2.1 introduces. In Section 2.2
we define the Fixed Point Iteration procedure. Section 2.3 applies and implements the
methodology to the pricing of American options under the Black & Scholes model and
compares its performance with some numerical methods present in the literature. It is
important to note that most of this Section was done entirely by Leonardo Medina. In
Section 2.4 the same analysis as in Section 2.3 is done, but applied and implemented for
American options under the Heston model, and compared with numerical methods that

address stochastic volatility option pricing. Section 2.5 concludes.



1.2 Hypothesis

The hypothesis of this work is that the new iterative and parallel method presented in
Medina (2013) can be adapted and implemented on a Graphical Processing Unit (GPU) or
any multi-core processing system to exploit its parallel characteristic and obtain a novel,
fast, simple, and precise procedure to solve the early exercise boundary and pricing of
American options under the stochastic volatility model of Heston (1993). Under this setup,
the algorithm should surpass other numerical methodologies present in the literature to

price this type of options in terms of speed, precision and efficiency.
1.3 Main Objectives

The main objective of this thesis is to present, explain, develop and extend the ap-
plication of the Fixed Point Iteration algorithm (FPI) to a stochastic volatility layout.
This should be achieved by applying it to price American options, solve its early exercise
boundary explicitly under the Heston model, and prove through its implementation the real
benefits in terms of speed and precision of exploiting the parallel nature of the procedure.
Within this, the thesis has three specific objectives: First, this work intends to establish a
theoretical framework that supports the utilization and the main features of the method-
ology. The second objective is to adapt the Fixed Point Iteration to the Heston stochastic
volatility setup. Finally, the third objective is to implement: a) the proposed method under
the aforementioned model and b) implement some numerical methodologies or bench-
marks present in the literature in order to: Establish the stability and convergence of the
proposed algorithm, and compare these methods in terms of speed, accuracy, efficiency,
and precision in the resolution of the early exercise frontier. Given that one of the proposed
benchmark methods calculates the early exercise boundary as part of its algorithm (Trans-
formation Procedure or TP), a combined method is proposed and implemented (TP-FPI)

to assess the possibility and real benefits of combining pricing methods.



1.4 Methodology

To accomplish the aforementioned objectives, it was necessary to solve the pricing
option model using the expression proposed by Rutkowski (1994) to formulate and solve
the early exercise frontier and the option’s value. The Fixed Point Iteration procedure and
the benchmark methods were implemented using Matlab on a two-core 2.00 GHz Intel
Core 17 with 8.00 GB RAM, and additional CUDA implementations on a Nvidia GTX
Titan GPU (2,688 CUDA cores and a 837 MHz base clock) for the FPI and TP-FPI pro-
cedures. In particular, GPU routines for the modified Bessel function and a numerical
adaptive integration algorithm based on Matlab’s procedure were programmed. The other
numerical methods that were implemented to price Heston American options and com-
pare them with our algorithm were: Projected Succesive Over-Relaxation - PSOR (Cryer
(1971)) and Componentwise Splitting - CS (Ikonen & Toivanen (2007a)), which were im-
plemented based on Ikonen & Toivanen (2007b), and the Transformation Procedure - TP
(Chockalingam & Muthuraman (2011)). Time and Root Mean Square Error (RMSE) were
measured against the true values accepted in the literature. Given that both FPI and TP
allow to calculate the critical price boundary explicitly: a) Early exercise boundaries were
calculated using both methods and 2) a combined method was implemented and compared

in terms of performance against the other procedures.
1.5 Literature Review

1.5.1 American options and the Heston stochastic volatility model

American option pricing under the constant volatility model proposed by Black &
Scholes (1973) has been deeply studied in the literature (Broadie & Detemple (2004)
does an extensive revision of this). However, its study is not as extensive when these
class of options are modeled under diffusion models that are more consistent with reality
and actual prices, as would, among others, be the case when stochastic volatility in the

underlying asset is included (Broadie et al. (2000), Scott (1987)). This is mainly due

4



to the complexity involved in pricing these type of options. Different models have been
proposed in the literature to approach stochastic volatility (Stein & Stein (1991), Scott
(1987), and Hull & White (1987), among others), however, the one proposed by Heston

(1993) is currently the most well known and commonly studied.

Given that an optimal exercise policy has to be determined in order to price American
options by defining an optimal early exercise boundary that separates the price-time region
into hold and exercise regions, the American option pricing becomes a free boundary
problem. As a result, closed-form solutions for this type of options do not exist, even
assuming the most basic case of constant volatility. The difficulty of valuing American
options stems from the fact that the optimal exercise rule is unknown ex-ante, and must
be computed simultaneously with the price of the option. In the simple case when the
underlying asset follows a geometric Brownian motion (GBM), Kim (1990), Jacka (1991),
and Carr et al. (1992) derived an integral equation that provides an explicit solution to the
optimal early exercise boundary for American options. Based on these works, Medina
(2013) provided a novel iterative method to price American options under a GBM and
the theoretical background for this thesis. Rutkowski (1994) extended the analysis and
provided an expression for the optimal exercise boundary in the more general case when

the underlying asset follows a diffusion.
1.5.2 Numerical Methods for American options under the Heston model

For the case of American options based on a stochastic volatility model (Heston
(1993), among others), there are several methodologies that stand out, especially the ones
based on the resolution of the corresponding partial differential equation that arises. Given
the early exercise possibility of American options, they can be modeled as a time depen-
dent linear complementarity problem (LCP). Among the different existing methods that
solve the pricing problem by the LCP approach, the projected successive overrelaxation
method (PSOR) proposed by Cryer (1971) is the most well known and widely used for

pricing American options. The projected full approximation scheme (PFAS) multigrid



method by Brandt & Cryer (1983), which is a procedure based on LCPs has been applied
on American options by Clarke & Parrot (1999) and Osterlee (2003), where the method is
enhanced with a projected line Gauss-Siedel smoother. In addition to these, the operator
splitting method by Ikonen & Toivanen (2004), the penalty method of Zvan et al. (1998),
and the Componenwise Splitting method (CS) of Ikonen & Toivanen (2007a) are deeply
studied by Ikonen & Toivanen (2007b). Here, the authors compared the five methods for
American option pricng under stochastic volatility, and show that, although these proce-
dures are comparable in terms of precision, CS is the best method in terms of speed, while
PSOR is the slowest, but the easiest to implement. Another significant contribution in
terms of methodologies that solve the underlying PDE was the Transformation Procedure
(TP) proposed by Chockalingam & Muthuraman (2011)) in which the American option
problem can be transformed into a series of European options where its main characteristic
is that the exercise policy is known ex-ante, thus becoming a sequence of fixed-boundary
problems. For more details regarding the benchmark methods implemented in this thesis

see Appendix E.

Another set of methods capable of solving American options under stochastic volatil-
ity are the ones based on simulation of multi dimensional American options where the
least-squares error algorithm of Longstaff & Schwartz (2001), the primal-dual method of
Andersen & Broadie (2004), and the stochastic mesh of Broadie & Glasserman (2004) are
highlighted. Although most of these procedures were originally created to solve Ameri-
can options under constant volatility, its versatility allows them to adapt to the stochastic
volatility case. It is important to mention that there are not many methods that use the
resolution of the stochastic volatility integral equation as an initial approach mainly due to
its complexity (Chiarella & Ziogas (2005) in which the authors solve the equation using
the method of Kallast & Kivinukk (2003)).



1.6 Future Research

The Fixed Point Iteration algorithm defined in this thesis shows some promising fea-
tures for future research given its capacity of solving smooth and accurate early exercise
boundaries explicitly, its parallel nature which can improve efficiency and performance by
doing a GPU implementation, and its flexibility to adapt to more complex diffusion mod-
els. For instance, research could be focused on better understanding the drivers behind the
early exercise frontiers and pricing of American options under more complex diffusion
setups. Furthermore, the adaptation of this method to solve more complex pricing mod-
els could be compared in terms of performance with other numerical methods for these

particular models.



II. A PARALLEL ALGORITHM FOR PRICING AMERICAN OPTIONS

2.1 Introduction

Notwithstanding impressive advances in the pricing of American options for constant
volatility diffusions (see e.g. Broadie & Detemple 2004), the study of American options
under stochastic volatility has remained elusive, even though it is an important feature of
many financial markets (Broadie et al. 2000, Scott 1987). In this paper, we propose a
simple, fast and accurate iterative algorithm for pricing American options and solve for its

early-exercise boundary when the volatility is stochastic.

The difficulty of valuing American options stems from the fact that the optimal ex-
ercise rule is unknown ex-ante, and must be computed simultaneously with the price of
the option. In the simple case when the underlying asset follows a geometric Brownian
motion, Kim (1990), Jacka (1991), and Carr et al. (1992) derive an integral equation that
provides an explicit solution to the optimal early-exercise boundary for American options.
Rutkowski (1994) extends the analysis and provides an expression for the optimal early-

exercise boundary for general diffusions.

Our algorithm is based on a fixed-point iteration (FPI) that is derived from the early-
exercise representation of American options. As we show in the paper, the FPI is equiv-
alent to a multivariate Newton iteration that converges globally in which the Jacobian is
diagonal, simple to compute, and hence numerically cheap to invert. Hence, the FPI in-

herits the fast quadratic convergence of the Newton method.

We test empirically our algorithm using the Black & Scholes (1973) and the Heston
(1993) stochastic volatility models, and find that our methodology outperforms existing
approaches in terms of efficiency and also in the precision of the early-exercise frontier.
We find that the method is stable, robust, converges monotonically to its true value, and is

well suited for parallel calculations and programming, increasing substantially the speed



of execution. The performance of our method can be improved further by the use of

Richardson extrapolation.

Iterative methods are interesting alternatives to other numerical techniques because
they are well-suited for parallel implementations. In recent years, parallel algorithms have
become attractive with the advent of multi-core processors and graphic processing units
(GPUs), which can be installed on any modern PC at a reasonable cost. We find that using

these novel features of modern hardware significantly improves the efficiency of the FPI.
2.1.1 The Black & Scholes Model

A robust method to solve the early-exercise boundary equation of Kim (1990) in the
case of a Geometric Brownian motion (GBM) was already studied by Kallast & Kivinukk
(2003). The authors show that solving such equation directly yields a fast and stable way
to compute the early-exercise boundary. Their approach works sequentially in that for a
given solution of the boundary up to maturity 7', they compute the boundary up to maturity

T+ AT.

In contrast, our approach operates in parallel. We iterate over a series of approximat-
ing functions B"¥) (1), where 7 € [0, T represents time-to-maturity, in order to compute
the early-exercise boundary S.(7). In each iteration a new approximation of the whole
early-exercise boundary B**Y is obtained as the result of applying an operator Y to the
previous approximation B%¥), i.e. B¥*1) = Y (BW). The operator is derived from the
equation that determines the early-exercise boundary, and is equivalent to a multivariate
Newton iteration. For each maturity 7, the new value of the early-exercise boundary at
that point is given by B**+1(7) = &_(B®), where ®, is the functional that defines the

operator T for each 7 € [0, 7).

The resulting algorithm requires an initial guess of the early-exercise boundary, and

a numerical rule to evaluate the integral part of Kim’s (1990) equation. We explore three



different alternatives for implementing the method. First, we estimate the integrals ap-
pearing in the early-exercise boundary equation by use of the trapezoidal rule as in Kallast
& Kivinukk (2003). We start the iterations using two different priors: the flat guess of
Kim et al. (2013), and the initial guess of Barone-Adesi & Whaley (1987). Second, we
follow Kim et al. (2013) and estimate the integrals appearing in the boundary equation by
interpolating a few discretized points, and using the more advanced quadrature procedure

such as Gauss-Kronrod.

We perform a thorough empirical analysis, and compare the different implementations
of our method with several standard methods found in the literature. The numerical results
show that the implementations of our method that use the trapezoidal rule achieves the
best performance among all the studied algorithms. In particular, the best performance is

obtained by using the smart initial guess of Barone-Adesi & Whaley (1987).

In a recent paper, Kim et al. (2013) propose an iterative procedure based on an equa-
tion developed by Little et al. (2000) to solve for the early-exercise boundary. Even though
the method of Kim et al. (2013) and ours are both iterative procedures, we show in the pa-
per that our implementation is more efficient in terms of speed, accuracy, and stability. In
addition, it is not immediately clear how to extend their approach to a setup with stochastic
volatility as we do in our paper. Furthermore, the authors do not prove the convergence
of their method while in this paper we prove that our methodology converges fast and
globally. Finally, our results are consistent with previous findings of Kallast & Kivinukk

(2003) who show that solving the equation of Kim (1990) directly yields stable results.
2.1.2 The Heston Model

Several methodologies have been proposed to price American options under stochas-
tic volatility, either by solving the resulting PDE (Cryer 1971, Brandt & Cryer 1983,
Clarke & Parrot 1999, Osterlee 2003, Ikonen & Toivanen 2004, Zvan et al. 1998, Ikonen
& Toivanen 2007a,b, Chockalingam & Muthuraman 2011), or by simulation (Longstaff &
Schwartz 2001, Andersen & Broadie 2004, Broadie & Glasserman 2004). However, only

10



one previous study solves the early-exercise equation directly (Chiarella & Ziogas 2005)

by using the method of Kallast & Kivinukk (2003).

As in the case of constant volatility, in the Heston model our algorithm iterates over
a series of approximating functions B*)(7,v), where 7 € [0,7 represents the time-
to-maturity, v € D is the variance and D denotes the domain of v, in order to com-
pute the early-exercise surface boundary S.(7,v). In each iteration a new approximation
of the early-exercise policy B*+1) is obtained as the result of applying an operator Y
to the previous approximation B*), ie. B*+D) = T(B®). The operator is derived
from the equation that determines the early-exercise boundary. For each time-to-maturity
7 and variance v, the new value of the early-exercise surface at that point is given by
B (1 v) = @, ,(B®), where ®,, is a functional that defines the operator T at each

7€ [0,T] and v € D.

In the Heston implementation of our algorithm, we use the Gauss-Konrod quadrature
to invert the characteristic function arising from the model, and a spline interpolation to
price the option once we have found the early-exercise boundary. Due to the significant
increase in computation time, we take advantage of the parallel nature of our algorithm
and implement the solution on a GPU. As a technical contribution, we ported Matlab’s
adaptive numerical integration algorithm and the numerical evaluation of modified Bessel

functions of first kind for complex arguments to CUDA.

Empirically, we compare our method with the projected successive over-relaxation
method (PSOR) of Cryer (1971), and the component-wise splitting algorithm (CS) pro-
posed by Ikonen & Toivanen (2007a) (both implemented as in Ikonen & Toivanen 2007b),
as well as the transformation procedure (TP) of Chockalingam & Muthuraman (2011).
Given that the TP also solves the early-exercise boundary explicitly as in our method, we
compare both policies to analyze their performance. We also implement a combined FPI-
TP in which the option pricing algorithm of Chockalingam & Muthuraman (2011) uses as

an input the early-exercise policy calculated in the first stage of our method.
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Our results suggest that our method continues to be stable, accurate, and efficient
when applied to the Heston model. We show that the FPI is capable of generating a
smoother early-exercise policy compared to the TP. Furthermore, the GPU implementation
of the FPI proves to be useful and efficient for more complex models as calculation times

in the CPU increase significantly compared to the GBM implementation.

The rest of the paper is organized as follows. In Section 2.2 we introduce our FPI
algorithm and recall some standard results for American options. We also show the equiv-
alence between the FPI and the multivariate Newton method and prove its convergence.
Section 2.3 implements our method for American options for GBM, and compares its
performance with several standard methods proposed in the literature. In Section 2.4 we

repeat the analysis of Section 2.3 for the Heston model. Section 2.5 concludes.
2.2 Solving for the Early Exercise Boundary

In this section we introduce our FPI to price American options and solve for its early-
exercise boundary under stochastic volatility. It should be noted that the analysis presented
in this section can be extended to any process for which the early-exercise representation

is valid, which is for example the case of diffusions.
2.2.1 Early Exercise Representation of American Put Options

Throughout the paper we consider a continuous-time economy in which a complete
probability space (£2,.%#,P) and a filtration F = {.%;;¢ > 0} are defined satisfying the
usual conditions (see, e.g., Protter 2005). The dynamics of the risky asset are characterized

by the following process under the pricing measure Q, equivalent to P:

ds

?t = (r —q)dt + o (Y;) dWy,, 2.1)
t

AY; = p(Yy) dt + v(Y;) AWy, (2.2)

12



where W, and W are two Q-correlated Brownian motions such that (dW; ;) - (dWa,) =
pdt, r is the risk-free rate, ¢ denotes the dividend yield; c: D — R*, v: D — R*, and

p: D — RT are real-valued functions where D C R denotes the domain of Y.

We first consider an American put option written on .S with maturity 7" and exercise
price K. In the following, we denote by E(-) the expectation under Q conditional on Sy
and Yy, and define 7 = max(0, ). The price P of the American put is then given by (see
e.g. Schroder 1999):

P= sup E(e""[K — S;]7), (2.3)
7€[0,T]

where the supremum is taken over all stopping times 7 € [0, T']. The price p of an equiva-

lent European put option satisfies:
p=p(S0,Yo, T; K) =E (e [K — Sr]T) . (2.4)
By defining X = S /Sy, we can re-write equation (2.4) as:
p=KE (e_rTl{szS%Q — S E (e—TTXTl{XTSS%}) . 2.5)
The difference between F, and py is called the early-exercise premium ey, i.e.
Py =po+ eg. (2.6)
Applying the results of Rutkowski (1994), in our setting we have that:
eo = (S0, Yo, T; K, S,),

T
= (/ e—TT(rK — qS‘r>1{ST§SC(TfT,YT)} dT) ,
0

T
= /0 rKe " E (1{XTSSC(TS_OT,YT)}) —qSpe” TE <X71{XTSSC(T§OT,YT>}) dr. (2.7)
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In Equation (2.7), S.(T — 7,Y;) denotes the critical spot price that triggers early-exercise
conditional on Y, and time-to-maturity being 7" — 7. For American put options, early-
exercise is optimal whenever S; < S.(T' — 7,Y;). Hence, we can make explicit the

dependence on initial conditions and the early-exercise boundary by writing:
P(S()7 %7 T7 K7 SC) = p(S()a }/07 T7 K) + 6(50, }/07 TJ K7 SC) (28)

For each time-to-maturity 7" and Y, € D, the optimal exercise price S.(7', Yy) satisfies the

following equation:
K = S.(T,Yy) = p(Sc(T,Y0), Yo, T; K) + e(Sc(T', Vo), Yo, T K, Se), — (2.9)
since it must be the case that P(S.(7', Yy), Yo, T; K, S.) = K — S.(T, Yp).

2.2.2 The Fixed Point Iteration

We start re-writing (2.9) as:

So(T, Yo)Uryy (Se) — KViny, (Se) = 0, (2.10)

T
UT,YO(Sc) =1—-F (e_TTXT]'{XTSS (fyo)}) . / g¢ " E (XT]_{XT<SC(T—T,YT)}> dr,
e 0

= Sc(T,Yy)
2.11)

T
VT,Y()(SC> — 1 — ]E< *T‘Tl{XT SC(TYO)}> _\/O\ freirTE <1{XT<SC(T 7,Yr) }> dT (2.12)

Sc(T,Yg)

In the Appendix we show that Uy, (-) > 0, which allows us to write:

VT,Y(SC)

ST, Y) = K1Y/
( ) UT,Y(SC>

VT € [0,00),Y € D. (2.13)

We propose to use (2.13) to perform a fixed-point iteration in order to find S.(7,Y)
forall Y € D and all T € [0,00). Starting from an initial guess B of the whole
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early-exercise boundary, we obtain a new approximation B(!) as follows:

VT7Y ( RB0) )

BY(T,Y)= K—"—— =
( ) ) UT7Y(B(O))7

VT € [0,00),Y € D.

Hence, given an approximation of the whole early-exercise frontier B(*) after k iterations,

we can find a new approximation B*+1)

Vry ( B&) )

BHO(TY) = K ——~—_ =
( ) ) UT7Y(B(k)) 9

VT €[0,00),Y € D. (2.14)

Note that, at each step k, the new approximation B**+1) (¢, y,) for a given T' = ¢, and
Y = y1, can be computed independently from the new approximation B**1(t,,,) cor-
responding to 7' = ¢ and Y = y,. This feature of the fixed-point iteration is convenient
from a numerical point of view since it allows to compute the refinement of B(*) at each

point (7, Y) in parallel.!
2.2.3 The Method as a Newton Iteration
In numerical applications, we estimate a discretized version of the early-exercise

boundary S.(T,Y) where T € {1y, T1,..., Ty} and Y € {Y,,Y1,...,Yn}. We denote
by bgk-) the approximation at stage k of S.(7;,Y;), and

2]

k k k
bo bhd e bk
k k k
s _ | Mo bl s
k k k
Mito biih oo by

Also, define

'Note, however, that the method is not asynchronous.

15



where U, ;(B®) and V; ;(B")) denote the discretized versions of (2.11) and (2.12). The
numerical approximation B of S, should then solve F; ;(B) = O foralli = 0,1,--- , M
andj =0,1,--- , N.

The numerical problem consists in solving a system of M x N equations in M X
N variables. In order to simplify notation, define B = (B) and F' = (F') where (+)
represents the vectorization operator that stacks the columns of a matrix, and switch from

the double index notation (4, j) to a single index notation, such that bg? becomes bgk), bgk),
or b§k) depending on the case. We do the same for F; ;(-). The problem then becomes

finding B such that F'(B) = 0.

The multivariate Newton method defines a series of iterations that approximate the
solution of the system of equations. Given an estimate B® | we define a new estimate
B+ ag:

B¢+ — gk _ [JF(B(k))]—lF(B(k))’
where Jr(B®)) is the Jacobian matrix whose (i, j) element is given by 0F;(B®*))/ 8b§k).

We first note that 0F;(B®))/ abg-k) ~ 0 for i # j since the derivatives will be taken
with respect to integrands appearing in equations (2.11) and (2.12). If we use for example
the Trapezoidal method to approximate the integrals with respect to 7 and y (assuming
that we use the density g(y) of Y, to compute the expectation), then dF;(B*))/ 8b§k) for
i # 7 will be of order ATAy, which can be made arbitrarily small as we refine the grid for

7 and y.

Second, we note that:

oF,(B® ou,(B%) oV, (B®
—h<(k) ):Uh(B<’f>)+b§f>—h<(k) )—K—h((k) )
by’ by’ by’

However, if the asset exhibits constant returns to scale, the ratio S./K is independent of
K. This means that we can fix the level of K arbitrarily small, and that choice will not

affect the behavior of the ratio S./ K. We could imagine then solving for the early-exercise
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boundary for K = ¢, where ¢ is an arbitrarily small number, in which case we will have:

OF,(B®)

~ U, (B®) > 0.2
b (B

Plunging-in these results into the Newton iteration gives:

pUFl) — pR) _ bgzk)Uh(B(k)) - KVh(B(k)) th(B(k))
h h Uy (B™) Up(B®)’

which is the FPI defined in (2.14).
In the Appendix we show that Uy, (B (k)) is increasing in b(k), which implies that:
O*F,(B®)
by b,
for a discretization of the integrals accurate enough.

Hence, if we assume that <b§k), bgk), oo ,bék_)1> have converged, i.e. Fy(B®) =
0, F,(B®) = 0,...,F,_1(B®) = 0, Newton’s method is guaranteed to converge for
b,(lk) since Fj,(B®)) is increasing and convex in bﬁlk). Therefore, a simple induction argu-
ment reveals that the method will eventually converge globally for all B®_ We collect the

previous remarks in the following proposition.

PROPOSITION 1. The iteration defined as:

VT,Y(B(k))

BHO(TY) = K——~—_ =
( ) ) UT,Y(B(k))7

VT €[0,00),Y € D
is equivalent to a Newton iteration and converges globally to the solution of

SC(T,YE))Uﬂyo (SC) — KVT7Y0(Sc) = 0, VT € [0, OO), Y € D.

r, (B®)
2Note that we could prove this by induction as follows. Set bgo) = K = ¢. Assume that L(k)) =
ob;,
V. (B
U, (B™) for some k. Then we have that bg”l) = KM X €.
Un( B®)
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2.2.4 American Call Options

The value of the early-exercise premium of an American call option with the same
characteristics can be obtained in a similar manner. We provide these results for com-

pleteness. Indeed, we have that:

Co= sup E (6_7"%(5; — K)+) = ¢o + €o, (2.15)
7€[0,T

where

T
e =E (/ G_TT(QTST - TTK)]-{STESC(TfT,YT)} dT) ,
0

T
— A qSO E <€_TTX7'1{XT2 Sc(Tgor,YT)}> - TKE <6_TT1{XT2 Sc(Tgof,YT)}) dT (2.16)

and

Co = C(So, }/E)u T7 K>7
=E (e""[K — S7]F) (2.17)

=SB (7 Xl x,op)) — KE (7 ) ) (2.18)

For American call options, early-exercise is optimal whenever S, > S.(T — 7,Y;).
Hence, we can make explicit the dependence on initial conditions and the early-exercise

boundary by writing:
C(S()) }/07 T) Kv SC) = C(SCH }/Oa Ta K) + é(‘Sby }/E)a T7 Ka Sc) (219)

For each time-to-maturity 7" and Y € D, the optimal exercise price S.(7',Yy) satisfies the

following equation:
Se(T,Yo) = K = c(Sc(T, Yo), Yo, T K) 4+ €(Sc(T', Yo), Yo, T'; K, S), (2.20)

since it must be the case that C'(S.(7', Yy), Yo, T; K, S.) = S.(T,Yy) — K.
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We can re-write (2.20) as:
Se(T,Yo)Ury, (Se) — KV, (Se) = 0, (2.21)

where

T
UT7YO (SC) — ]_ - E (e_TTXT]-{XTZL ) - \/O qe_TTE (XT]_{XTZSC(T—T,YT) > d7—7

Sc(T,Yp) Sc(T,Yp)

Sc(T,Yp)

T
VT,YO(SC> —1—-F (eirTl{XTZSC(qIf’YO)}> . \/O re”’""E (]_{XT>SC(T7—,Y-,—)}> dr.

Therefore, we can also write:

VT,Y(‘SC)

UT,Y(SC

SAT,Y) =K , VT €[0,00),Y €D. (2.22)

2.3 American Options Under The Black & Scholes Model

In the Black & Scholes economy, the risk-free rate r is constant, the risky asset S
pays a constant dividend yield ¢ and follows a geometric Brownian motion process with

constant volatility under the pricing measure O, equivalent to P:

a5 = (r — q)dt + odW,.
St

In the setup described above, it is well known that we can derive a closed-form ex-
pression for the early-exercise premium (see e.g. Kim 1990, Jacka 1991, Carr et al. 1992).
Let:

T
ey = / rKe ""N(—ds(So, Se(T — 7),7)) — qSoe” 1" N(—d1(So, Se(T — 1), 7)) dT,
0 (2.23)

po = Ke "' N(—dy(Sy, K, T)) — Soe " N(—dy(So, K, T)), (2.24)
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where:

log(z/y) + (r — q + 0.50%)T
dl(xayaT): ( / ) E)_\/; ) )

dQ(xayaT) = d1($7y77—) - 0-\/?7

and N(x) = Q(X < z), where X is a standard normally distributed random variable
under Q. The price the American put is then given by (2.6). Hedge parameters can be

computed in closed-form as shown in Huang et al. (1996, p. 284).
2.3.1 Numerical Implementation

We calculate the price of an American option in three steps. First, we start with an
initial guess of the early-exercise boundary. Second, the initial guess is updated using
Equation (2.14). We repeat this procedure until the maximum difference between two
estimated curves during two sequential iterations is below a specified tolerance. Finally,
the price of an American option is obtained by using the estimated early-exercise boundary

along with Equation (2.6).

In order to implement our numerical method we need to estimate the integrals appear-
ing in the numerator and denominator of Equation (2.14), as well as the integral appearing
in Equation (2.6). We proceed by using two different methods: the trapezoidal rule, as
implemented in Kallast & Kivinukk (2003), and a numerical quadrature method similar to

the one used by Kim et al. (2013).
a) Trapezoidal Rule

We first divide the time interval [0, 7] into N subintervals of length At = T'/Ny. We
keep the number of points fixed through all iterations. Therefore, by varying the number
of initial points it is possible to increase the accuracy. However, the trapezoidal method
is also parallelizable, so its computational cost does not increase much with the grid size.

Our implementation of the trapezoidal rule takes advantage of this feature.
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In the following, we describe the iteration when applied to American put options. The
case of American call options can be handled in a similar fashion. In our empirical tests,

we initialize the method for American put options either by setting:
B\ = Kmin(1,7/q), Vi=0,...,Ny (2.25)
as in Kim et al. (2013), or by using the initial guess of Barone-Adesi & Whaley (1987):
b = b + (K — bu) (1 _ e—[“—q)im—?"m)K/m—W) Yi=0,... Ny (226)

where b, represents the critical price of a perpetual American put option.?

Also, since we know that S.(0+) = K min(1,r/q) (see e.g. Kim 1990), we fix b(()k) =
K min(1,7/q). We do this for convenience since our method naturally converges to this
limit if we set b(()k) = K and let At — 0. Moreover, the value of the integral appearing in

(2.23) is the same whether we start from 0 or O+.

Given a set of estimates bgk) oralli € 1,2,..., Ny obtained after & iterations, we find
a new set of estimates bgkﬂ) by using Equation (2.14):

D _ g V;(B")

i m, Vi = ]_,2,...,]VT7 (227)

3The critical price of the perpetual American put option is equal to b, = , where ¢}, =

1-1/¢%
1 1 2r 2(r—gq)
—S(N=1) = SN =P+ 4M M = S and N = =L

21



i—1
Uy(BW) =1 — e N (—dy (07, K, iAt)) — ALY e 98N (—dy (0" 0, jAL))
j=1
At |
— L5 [N b 0)) + e AN (= (6, 7, i80))
i—1
Vi(B®)) =1 — e "N (—dy (b, K,iAt) — rAL Y e AN (—dy (b7, b7 jAL))
j=1
At |
=15 [V 0 0)) + e AN (= (6, 7, i1))

N(—dl(b(k) o), 0)) = N(_dQ(b(k) b, 0)) = 0.5, and B" is the vector containing the

elements bgk) for: =1,..., Np. We continue the process until:
pE+D) _ p(k)

K" <e,

where ¢ is a relative tolerance threshold. The method usually converges very fast, taking

for example between 5 to 6 iterations when ¢ = 1073,

Figure 1 presents an example of how the method works. In this example we use 20
time-intervals to approximate the early-exercise boundary. The strike price is K = 100,
the time-to-maturity is 7" = 1, the risk-free rate is 7 = 0.04, the dividend rate is ¢ = 0.08,

and the constant volatility is 0 = 0.2. In this example the method converges in 5 iterations.

Once an estimate of the early-exercise boundary By, = (8o, 1, - ., On,) is deter-
mined as in the previous example, we compute the premium of an American put option
with spot S, strike K and maturity 7" using Equation (2.6). We follow Kallast & Kivinukk

(2003) and use Simpson’s rule to approximate the integral:

Py = p(So, K, T)+% Lf (S0, By, 0) +4f(So, Bnp—1, At) + 2f(So, Bny—2, 2At) + - - -

o+ 2f(S0, Ba, (Nr — 2)At) +4f(So, Br, (Nr — 1)At) + f(So, Bo, NrAt)], (2.28)
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where

flz,y,7) =rKe ""N(—dy(z,y,7)) — qre " N(—di(z,y,T)).
Note that we implicitly assume that N is even.
b) Numerical Quadrature

We also implement our method by estimating the integrals using a Gauss-Kronrod
adaptive procedure. The iteration is adapted in a similar manner as it was explained for

the trapezoidal rule.

We work with a discrete set of estimated points from the early-exercise curve denoted
by bgk). In this implementation we follow Kim et al. (2013) and initialize the method
only with the flat prior given in Equation (2.25). Given a set of estimates bgk) fori =
1,2,..., Ny obtained after k iterations, we build a curve B*) () for 7 € [0, T] by using a

spline that goes through the points bgk) forall: =0,1,..., Np.

We find a new estimate B**1) for each point bng) by using Equation (2.27) where

U, and V; are replaced by:

i

t;
U, (B®) =1 —e % N(—d,(BW(t,), K, 1)) —q / e 1N (—dy(B®(t;), B®(t; — 1), 7)) dr,
0

i

t;
Vi (B®) =1— e ™ N(—dy(BP(t;), K, t;)) — 7 / e "N (—dy(BP(t;), B® (t; — ), 7)) dr,
0

and the integrals are estimated using the adaptive Gauss-Kronrod procedure. We continue

the process until:
D) _ ()

max : <e¢
. I <

)

where ¢ is a relative tolerance threshold.

Once an estimate of the early-exercise boundary B(i) is determined for each i =
1,2,..., Ny, webuild acurve B(7) for 7 € [0, T using splines, and compute the premium
of an American put option with spot S, strike K and maturity 7" using Equations (2.23)

and (2.24) into (2.6), and the adaptive Gauss-Kronrod procedure.
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2.3.2 Numerical Results

In this section we present numerical tests that compare the pricing accuracy and the
speed of our proposed method with other numerical techniques that have been studied in
the literature. We implement the iteration in three different ways: using the trapezoidal
rule with a flat initial guess [FPI-F], using the trapezoidal rule with the initial guess of
Barone-Adesi & Whaley (1987) [FPI-BAW], and using the Gauss-Kronrod quadrature

with splines and starting from a flat initial guess [FPI-GK].

We compare our results with standard methods that have been studied in the literature
and whose abbreviated names are listed below. BAW denotes the quadratic approximation
of Barone-Adesi & Whaley (1987). BIN is the binomial tree method of Cox et al. (1979).
BIN-BS is the binomial model using Black & Scholes at the last time-step of Broadie &
Detemple (1996). CARR is the six-point randomization method of Carr (1998). HSY
is the six-point recursive integration method of Huang et al. (1996). IBN is the tree-
point modified recursive integration method of Ibaiez (2003). JZ is the refined quadratic
approximation of Ju & Zhong (1999). KJK is the iterative method of Kim et al. (2013).
KK is the recursive method of Kallast & Kivinukk (2003). LS is the least-squares Monte
Carlo approach of Longstaff & Schwartz (2001). LUBA is the lower and upper bound
approximation method of Broadie & Detemple (1996). TRI the trinomial tree method of

Boyle (1988). Numbers next to some methods specify the number of time-steps.

In order to assess the accuracy of all our computations, the true value is computed
with a binomial tree model with 15,000 time steps in which the Black & Scholes formula
is used at the penultimate node. Broadie & Detemple (1996) show that the traditional bi-

nomial method can have an oscillatory convergence whereas the binomial tree with Black
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& Scholes at the end converges faster to the true price.* We use the root mean squared

error (RMSE) and the relative RMSE? as the main measures of errors.

All codes were programmed in Matlab and all tests were performed using the same
hardware. For every method we recalculate the early-exercise frontier when pricing each
option. We do not take advantage of the fact that for some methods (such as ours) once the
early-exercise frontier is known, it is possible to price options with different spot prices

without having to recompute it. We do this to make all methods comparable.
a) Pricing Accuracy of Our Method

In this section we analyze the pricing accuracy of our methodology. Table I compares
the pricing performance of FPI-F with the true American option price. In the table we fix
the following parameters: strike price X' = 100, time-to-maturity 7" = 3, and volatility
o = 0.2. We generate 12 different examples by using different spot prices (80, 100, and
120), interest rates (0.04 and 0.08) and dividend yields (0.04 and 0.12), as shown in the
table. Column (1) reports the “true” value of the American put option calculated using
a binomial tree with 15,000 steps in which the Black & Scholes formula is used at the
last time-step (Broadie & Detemple 1996). Columns (2)—(8) report American put option
prices calculated using our FPI-F method where the number of time-steps vary from 20 to
140 in increments of 20, while columns (9)—(11) report results using 200, 300 and 400

time-steps respectively.

The table shows that the method using a simple trapezoidal rule to estimate the integral
requires a small number of time-steps to attain high precision, even when the maturity of

the option is large as in the example. Using 20 time-steps we obtain a relative RMSE

4 Kallast & Kivinukk (2003) use the binomial method with 10,000 steps as their benchmark. Broadie
& Detemple (1996) use the convergent binomial method proposed by Amin & Khanna (1994) with 15,000
steps as their benchmark. We tried both but found that the binomial tree with Black & Scholes at the end
presents the best convergence among all three of them.

SWe define the relative RMSE as the root mean squared percentage errors.
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less than 10~ With 60 time-steps we achieve a relative RMSE less than 1075. The last
two columns show relative RMSEs less than 1076, We can also see that errors decrease

monotonically as the number of time-steps increase.
b) Comparison with Other Methods

In this section we compare the performance of our proposed implementations with
other methods that have been studied in the literature. We first compare all methods de-
scribed at the beginning of this section across twelve combinations of the spot price (80,
100, and 120), time-to-maturity (0.5 and 3), and volatility (0.2 and 0.5). The following

parameters are fixed throughout the evaluations: K = 100, 6 = 0.04, and » = 0.04.

Tables II and III report the results where the methods are sorted from left to right by
decreasing relative RMSE (RRMSE). We find that BAW has the worst RRMSE. JZ attains
a better accuracy than BAW since it is a refined version of the later, reaching close to a
tenth of the RRMSE in BAW (Ju & Zhong 1999). LUBA has a RRMSE close to but better
than BIN with 1000 time-steps, which is consistent with the accuracy reported in Broadie
& Detemple (1996). CARR has around a third of the accuracy of LUBA, and around
double of the accuracy of HSY, which is consistent with results reported in Ju (1998). We
also find that IBN gains an extra decimal in accuracy over HSY, despite the fact that IBN
uses half the points of HSY. This is consistent with the findings reported in Ibanez (2003)
who introduces the use of Richardson extrapolation applied to American option methods.
Finally, our approach with only 60 time-steps achieves better accuracy than BAW, LS, JZ,
HSY, CARR, BIN 500, TRI 500, BIN 1000, BIN BS 500, LUBA, BIN BS 1000, BIN
2500, IBN and TRI 2500. Also, our method FPI-F with 400 time-steps reaches the same
accuracy as KK with the same number of time-steps, which is expected since both methods

use the same equation to solve for the early-exercise boundary.

We also perform a comprehensive analysis in which we compare the pricing perfor-
mance of each method using the following different combinations of parameters: spot

price S = 75,80, ...,120,125 (11 values); maturity 7" = 1/12,3/12,6/12,9/12, 1, 2, 3;
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volatility o = 0.1,0.2,0.3,0.4, 0.5, 0.6; risk-free rate r = 0.02,0.04, 0.06,0.08, 0.1 and
dividend yield 6 = 0.0,0.04,0.08,0.12. This generates a set of 9,240 different combina-
tions. Without loss of generality, the strike price is fixed at /' = 100. In the analysis we
only focus on American put options since the put-call symmetry identity of McDonald &
Schroder (1998) suggests that similar results should be obtained for American call options.
In unreported results, we verify that this is indeed the case.

We exclude from our tests options with prices of less than 50 cents and we do not
include samples in which a certain method computes a negative early-exercise premia.®

After applying these filters, we obtain a total of 7,865 sample points over which we test

the accuracy and speed of all methods.

Table IV reports summary statistics of the empirical performance of each method. As
a measure of accuracy we report the root mean squared error (RMSE). We also report
the average time in seconds for each method to price the 7,865 options. To compare the

speed-accuracy trade-off across different methods, we define a new measure of efficiency:
Efficiency = — log(RMSE X Time).

According to this definition, a method performs better the higher its Efficiency.

When compared using our measure of efficiency, the best method is FPI-F 60, fol-
lowed by FPI-BAW 400, FPI-F 400, LUBA’, and JZ (in that order). It is interesting to

note that FPI-GK 24 and KJK 24 score much lower, even though they are also iterative

®Binomial and trinomial methods give in some cases negative early-exercise premia. This is probably
due to the oscillatory convergence of these kind of methods. On the other hand, our method never computes

negative early-exercise premia under the same set of parameters.
"We use the same parameters \; and A, as calibrated in Broadie & Detemple (1996). Even though these

parameters were calibrated using a dividend rate § = [0, ..., 0.1], we test LUBA under same constraints of §

and obtain similar RMSEs compared with our testing set that has in addition § = 0.12.
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methods. Also, KK 400 also scores lower, even though the method solves the same equa-
tion as FPI-F or FPI-BAW. Finally, it is surprising to note that the highly popular LS

method is the second worst in terms of RMSE, and the worst in terms of speed.

Table IV also reports information on the dispersion of the pricing accuracy among the
methods. Columns (4) to (6) report the percentage of options for which the absolute error
(AE) is lower than the corresponding threshold. It is interesting to note that FPI-BAW 400
achieves the highest percentage of options priced with an absolute error less than 107°. It

is followed by FPI-F 400, KK 400, FPI-GK 24, and KJK 24 (in that order).

We continue our analysis by plotting the speed-accuracy trade-off as shown in Figure
2. In the figure we measure accuracy as the root mean squared error (RMSE), and speed
as the number of options priced per second. In the figure the axis is in log;-scale. Hence,

the performance of a given method increases as we move towards the north-east.

Consistent with Table IV, Figure 2 shows that FPI-F and FPI-BAW outperform all
other methods. We can also observe that for lower precision LUBA and BIN-BS are
efficient. Also, note that FPI-BAW, FPI-F, KK, FPI-GK, BIN-BS, TRI and BIN converge

monotonically in accuracy at the expense of a lower speed.

Figure 2 confirms the convergence of our methods in terms of pricing errors. As a
general result, the more time-steps we use in the computation of the early-exercise frontier,
the higher the accuracy we obtain in pricing the options. Furthermore, our approach seems
to dominate in terms of speed-accuracy trade-off all other methods including KK, even
though the later is based on solving the same equation. Our method is fast because the
iterations are performed in parallel. Hence, the speed could be increased even further
without sacrificing the accuracy by the use of modern hardware such as graphic processing
units (GPUs). As is shown in the next section, this feature of our method is crucial when

solving the same problem with stochastic volatility.
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Finally, it is also worth noticing that methods such as BIN, TRI and BIN-BS, among
others, need to recalculate all steps if one wishes to price an option with a different spot
price. On the other hand, in the case of our method we could compute the early-exercise
frontier up to a time-to-maturity 7', say, for fixed r, 4, and o. We could then use the same
early-exercise boundary to price options with different spot and strike prices, increasing
the speed even more. We choose not to exploit this natural ability of our method in order

to make the benchmark comparable across different methods.
¢) Richardson Extrapolation

Several authors in the literature have proposed the use of Richardson extrapolation to
improve the pricing accuracy (see e.g. Geske & Johnson 1984, Bunch & Johnson 1992,
Ibanez 2003). Let F; denote the option price obtained using NN; time-steps. The 2-point
Richardson extrapolation (Bunch & Johnson 1992) is equal to P = 2P, — P;, whereas
the 3-point Richardson extrapolation (Geske & Johnson 1984) is obtained as P = P5 +
7/2Py — 1/2P;.

Richardson extrapolation works on methods on which convergence can be improved
by using more time-steps. Therefore, the extrapolation cannot be used on methods such as
LUBA, BAW and JZ, for example. We decide to check if Richardson extrapolation would
improve the efficiency of our method and compare the results to two other methods that

improve their efficiency as the number of time-steps increases, namely BIN-BS and KK.

Table V reports the results. We try five different combinations of 2 and 3-point
Richardson extrapolation for BIN-BS, FPI-F and KK. Overall, FPI-F improves its effi-
ciency considerably and in all five cases achieves a higher efficiency than BIN-BS and
KK, with FPI-F 200/150/100 achieving the highest efficiency. The reason why we are able
to improve the efficiency by using Richardson extrapolation is that the RMSE decreases
linearly in that region with the number of time-steps (see Ibdfiez 2003), as observed in

Figure 2.
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For BIN-BS, the 2-point Richardson extrapolation performs better than the 3-point
Richardson Extrapolation in terms of efficiency, which is consistent with the results re-
ported by Broadie & Detemple (1996). The 2-point Richardson extrapolation of BIN-BS
shows a significant improvement over the regular BIN-BS. On the other hand, KK does

not benefit from the use of Richardson extrapolation.
2.4 American Options Under The Heston Model

In this section we analyze the problem of pricing American options when the under-
lying asset follows a geometric Brownian motion with stochastic volatility as in Heston
(1993):

ds,
?t = (r —q)dt + Vo dW,,
t

dvy = k(0 — vy) dt + oy/v dWay,

where dWW; , AWy, = pdt.

We first show how to solve for the early-exercise premium in the case of the Amer-
ican put option. This problem was previously analyzed by Chiarella & Ziogas (2005),
where they solve for the early-exercise premium in Heston’s (1993) model. Their approach
uses McKean’s (1965) incomplete Fourier transform method to derive a generalization of
Jamshidian’s (1992) representation of the free boundary value problem for American call

options in the case of stochastic volatility.

In this paper we derive the early-exercise premium by inverting in closed-form the
joint characteristic function of log(S;) and v; with respect to v;. Therefore, our paper
makes a technical contribution to the literature by providing a novel solution to this prob-

lem. Detailed proofs of all results can be found in Appendix C.
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PROPOSITION 2. The early-exercise premium for an American put option is given by:

T
€0 = / rKe” " E (Ls,<s.r-ron}) = 450 T E (Lis,<surrany) A7, (229)
0

where
. So
1 1 o oo (8 (sertemy ) H=07) (5, 0)
E(1 rw == —— R : A d¢ do,
( {STSSC(T 77')}) 2 T \/1):0\/(;5:0 e( Zgb gb !
) So
11 o e [ les(satmn ) e-0n) g )
E* (1 rw == —— R a - de¢ dwv,
and G (¢, v) is defined in Equation (C.10) in the Appendix.
PROOF. See Result C.12 in Appendix C. 0J

The proposition shows that, given the early-exercise frontier S.(-, ), it is possible to
compute analytically the early-exercise premium by evaluating a triple integral. We will

use this result in Equation (2.14) to solve for the early-exercise frontier.

Before moving to the next result, it is important to understand the behavior of the
early-exercise frontier at the boundary. It is well known that S.(7', v) satisfies the boundary
condition limy o+ S.(T,v) = K min(1,r/q) (see e.g. Kim 1990, Huang et al. 1996).
However, as pointed out by Chockalingam & Muthuraman (2011), yli)r(r;+ Se(T, v) is not
always a trivial expression. In the Heston model, when v; = 0 we have that dv, = x60dt,
making v;+4; > 0. Hence, even when the variance is zero it is optimal to wait and not
exercise as soon as the option is in the money. Our numerical procedure will allow us to

compute this boundary accurately.

In Heston’s (1993) model, it is well known how to compute the closed-form expres-
sion of the European put option. The following proposition reports this result as a refer-

ence.
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PROPOSITION 3 (Heston 1993). The European put premium is:

= Ke TR (l{STSK}) — Soe_qT E* (1{ST§K}) , (2.30)
where
1 1 0 e d)(log(?()) (rfq)T> HT(¢)
E (Lgsp<xy) = 3 /¢0 Re ( p dg,
. 11 [ it (los( )+ =0T g (5 _
E* (Lisr<xy) = 5~ ;/¢0 Re ( it rp =) do,

and Hr(¢) is defined in Equation (C.13) in the Appendix.
PROOF. See Result C.14 in Appendix C. OJ

Finally, we provide expressions for the early-exercise premium and the European op-

tion premium for call options.

PROPOSITION 4. The early-exercise premium for an American call option is given

by:

T
&0 = / qSoe” T E* (18, 58.(T—rw}) — TKe™ T E (1{s,58.(7—rwy) d7,  (2.31)
0

where

log %)4—(7‘—@7—)6;7_ v
E(l{s >Se(T— mT)} / 0/¢ ORe( = (¢,v) dé dv,

log %)+(T*q)T)G i
E* (15, >5.(1—rwr))) = / / Re . (@ =4 v) d¢ dv.
v=0 J $=0 (0]

PROOF. See Result C.15 in Appendix C. 0

PROPOSITION 5. The European call premium is:
= Soe " E* (1gs,5x3) — Ke " E (Lis,5x3) (2.32)

32



where

. (6i¢(log(s£)+(Tq)T>HT<¢>> ap

=0

PROOF. See Result C.16 in Appendix C. OJ

2.4.1 Numerical Implementation

We calculate the price of an American put option in three steps. First, we start with
an initial guess of the early-exercise boundary. In particular, the use of the Heston model
implies that the boundary is a surface dependent on the time-to-maturity and the current

variance.

In the numerical implementation, we truncate the domain of the variance to [0, V],
where V' = 1, consistent with the probability density function obtained for the Heston
model being almost zero and numerical methods present in the literature. Second, the ini-
tial guess is updated using the FPI algorithm established by Equation (2.14) in combination
with Heston’s put price given by the European and early-exercise premiums established in
Propositions 2 and 3. We iterate and update our early-exercise policy until the maximum
difference among two estimated curves is below a specified tolerance, giving us a reason-
able estimation of the early-exercise surface boundary. Finally, the price of the American
option is obtained by using the estimated early-exercise boundary along with Propositions

2 and 3 in Equation (2.6).

To calculate the integrals present in these equations, we use Matlab’s integral com-
putation algorithm based on the work done by Shampine (2008) and Shampine (2010) on
vectorized adaptive quadrature and the Gauss-Kronrod recursive quadrature procedure. In
particular, the algorithm uses a 7-point Gauss rule with a 15-point Kronrod rule. As a way

to improve the accuracy of our calculations, the final step of our procedure is improved by
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doing a smooth spline interpolation on the already calculated optimal exercise surface. By
doing this, we increase its discretization without sacrificing execution time in order to do

a finer integration in Propositions 2 and 3.
2.4.2 Numerical Results

In this section, we present numerical results that compare the pricing accuracy and
speed of our FPI method with other numerical techniques that have been studied in the
literature and applied to the Heston model. We implement the FPI starting from a flat
initial guess in a uniform (7, v) grid and using the aforementioned Matlab’s integral algo-
rithm [FPI-CPU]. In order to assess the benefits of combining our proposed FPI procedure
and Matlab’s vectorized integration method with parallel computing (something that is
straightforward considering the parallelizable nature of both algorithms), we also imple-
ment the most computing intensive part of the algorithm on a Graphical Processing Unit

(GPU) through the CUDA programming language [FPI-GPU].

We compare our results with standard methods that have been studied before and
whose abbreviated names are listed below. PSOR denotes the Projected Succesive Over-
relaxation Method of Cryer (1971), and CS stands for Componentwise Splitting Method
of Ikonen & Toivanen (2007a). Both methods were implemented using a non-uniform
grid as proposed in Ikonen & Toivanen (2007b). TP is the Transformation Procedure of
Chockalingam & Muthuraman (2011) implemented on a uniform grid. We also use the FPI
method as the initial step for other algorithms requiring the critical price S, as an input.
This is the case of TP, where we implement a two-step scheme (which we denote TP-FPI-
CPU and TP-FPI-GPU) to assess the benefits of using one numerical method (TP) to do

the option pricing using the early-exercise surface obtained through the FPI algorithm.

The comparisons were carried out using Matlab implementations on a two-core 2.00
GHz Intel Core 17 with 8.00 GB RAM for all methods, and additional CUDA implemen-
tations on a Nvidia GTX Titan GPU (2,688 CUDA cores and a 837 MHz base clock) for
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the FPI-GPU and TP-FPI-GPU procedures. For each algorithm we recalculate the early-
exercise frontier when pricing each option. We do not take advantage of the fact that for
some methods (such as ours), once the early-exercise border is known, it is possible to
price options with different spot prices and volatilities without having to recompute it.

The objective of this is to make all studied methods comparable.

As a way to be consistent and to evaluate the accuracy of all our computations, we
use as true values the ones listed in Ikonen & Toivanen (2007b), which were obtained by
using the CS method with a very fine grid. In the referred paper, the authors compare their
calculated true values to other prices reported in the literature to validate their precision.
The parameters used in our analysis are: strike price K = 10, time-to-maturity T = 3
months, risk-free rate of interest r = 0.1 per annum, mean rate of reversion x = 5, long-
term mean variance 6 = (.16, volatility of the volatility process o = 0.9, and correlation
p = 0.1 We use the root mean squared error (RMSE) as the main measure of error and

accuracy.
a) Pricing Accuracy of Our Method

In this section we analyze the pricing accuracy and efficiency of our procedure. Ta-
bles VI and VII compare the pricing performance of our iterative method FPI with the
true American Heston put option price and the performance of the other methods in-
troduced before. We generate 10 prices by using different initial stock prices (S =
8,9,10,11,and 12) and initial variances (vy = 0.0625 and vy = 0.25) for various grid
sizes. Column (2) reports the grid size used in each method. For PSOR, CS and TP, grid
size refers to (ng,, n.,, nr), as these methods calculate put option prices for each initial
stock price Sy and variance vy at a defined time-to-maturity 7', whereas for the FPI method
we refer to the early-exercise policy grid size defined by (n.,, n, ), as this method calculates
an option price given Sy and v, by solving the optimal exercise policy S.(7,v). Also, as a
way of assessing the precision of our method depending on the grid size of S, after using

spline interpolation to calculate the early-exercise premium of Proposition 2, we report
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the number of discretization points for 7 and v on the policy grid used in the last step of
FPI in Column (3). Columns (4)—(8) report American put option prices, while columns (9)
and (10) report the average runtimes and RMSEs achieved in each price computation for
the various grid sizes. Tables VIII and IX report performance statistics for the combined
TP-FPI method. In this case, grid size refers to (ng,, 7., nr) and (n,,n,) grids, as this
combined method calculates put option prices for each initial stock price Sy and variance
vp at a defined time-to-maturity 7" = 0.25 using the TP option pricing procedure and hav-
ing the optimal early-exercise policy S.(7, v) calculated using the initial steps of our FPI

algorithm.

Figures 3 and 4 plot the relationship between root-mean-square errors (RMSE) and
runtimes for the three benchmark methods (PSOR, CS and TP), different variations of our
method (FPI-CPU, FPI-GPU), and our hybrid procedure combining the optimal exercise
price surface obtained through FPI and the TP algorithm for option pricing calculation
(TP-FPI-CPU, TP-FPI-GPU). Each of the graphs were plotted for vy = 0.0625 and vy =
0.25, respectively.

As can be observed, the performance-gap between PSOR and CS is consistent with the
findings reported in Ikonen & Toivanen (2007b). Our implementation of the TP method
(under the same hardware and software conditions as CS and PSOR) shows that TP per-
forms worst compared to the other benchmarks. This is explained by the fact that the speed
and accuracy of this method, as stated by Chockalingam & Muthuraman (2011), is highly
dependent on the choice of the numerical procedure used to solve for the fixed-boundary
problem (in our case, we use Matlab and its GMRES method). However, it is important
to point out that TP benefits from its easiness of implementation and adaptability to other

fixed-boundary PDE solvers.

For our proposed method and different variations, several findings can be highlighted.
Our results show that the FPI method’s performance on a CPU lies between PSOR and CS,

where the flexibility in choosing the time-variance grid’s precision allows FPI to achieve
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significant accuracy. We note however, that FPI-CPU 40 x 10 has almost the same accuracy
as FPI-CPU 40 x 20 which is nearly 3 times slower. Also, both figures reveal that the
performance slope of our CPU methods is capped by the exercise policy grid calculation
once these grids are sufficiently large (40x10, 40x20, 20x20). For smaller grids (5x5,

10x10, 20x5), slopes are driven by the calculation of the early-exercise premium integral.

In the case of FPI implemented on the GPU, we obtain important benefits as we elim-
inate the exercise policy calculation time cap as restriction for runtimes (allowing us to
use finer grids without losing much calculation time) and we reduce the time employed
for the early-exercise premium integral, proving the relevance of our algorithm’s paral-
lel nature and adaptability, and the importance of parallel computing in complex models.
As we can see in the figures, FPI-GPU’s performance excels all the other implemented
methods in most part of the RMSE spectrum. If we compare our method with CS, we can
see that we achieve similar errors for much less computational runtimes. However, both
methods tend to converge in performance for very small errors (10~ and 10~3 neighbor-
hood). The results show the trend exhibited in the CPU implementation, where a finer
time-discretization is more relevant than the variance-discretization. (FPI-GPU X x 10 is

the best performer).

The analysis of our hybrid TP-FPI method also highlights some interesting findings.
TP-FPI 5 x 5 is the worst performer as its RMSE is capped to more than 10~2, evidencing
a lack of convergence. This shows that a 5 x 5 FPI exercise policy surface does not couple
well with the TP, revealing large computation errors. For larger FPI grid sizes, we can
observe convergence in the TP-FPI method both for the CPU and GPU implementations,
where the latter clearly surpasses the clean TP method when more accuracy is required.
Another interesting thing to note is that for less accurate results, the runtimes for this
method (both CPU and GPU) are driven by the calculation of the optimal exercise surface,
whereas after a certain RMSE threshold, results are driven by the TP algorithm and the

fixed-boundary solver used (Matlab GMRES for our implementations).
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b) Optimal Early Exercise Policy Accuracy of Our Method

Figures 5, 6, 7, and 8 plot the exercise policies calculated by FPI and TP using both
coarse and fine grid sizes. The parameters used to elaborate these surfaces were the ones
defined in Section 2.4.2. It is interesting to note how both iterative algorithms converge
to the same optimal exercise policy through different mathematical procedures. As we
can see, and mostly explained by the discrete nature of the algorithm, the estimated early-
exercise surface obtained by TP shows non-smooth characteristics that are reduced once
the grid size is increased, allowing for convergence in the pricing accuracy of the method.
On the other hand, FPI is capable of generating a much smoother early-exercise surface
compared to TP even with coarser grids. As a result, this procedure is capable of generat-

ing efficient option pricing with smaller grids compared to TP and the other methods.
2.5 Concluding Remarks

In this paper we propose a simple, fast and accurate iterative algorithm for pricing
American options, and solve for its early-exercise boundary. Our algorithm is based on a
fixed-point iteration derived from the early-exercise representation for American options,
and is equivalent to a multivariate Newton iteration that converges globally. The method is
stable, robust, and well suited for parallel implementations. We test empirically our algo-
rithm using the Black and Scholes (1973) and Heston (1993) stochastic volatility models,
and find that our methodology outperforms existing approaches in terms of efficiency and

accuracy when computing the early-exercise frontier.

Our results show that the trapezoidal rule in the Black & Scholes model achieves the
best performance among all existing methods analyzed in the paper. Performance can be
improved even further by using a smart guess for the initial early-exercise boundary as
in Barone-Adesi & Whaley (1987). We find that our FPI converges monotonically to the

true American option price as we increase the number of time-steps in the approximation,
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regardless of the method employed to estimate the integrals. Finally, we find that the per-

formance of our method can be improved further by the use of Richardson extrapolation.

Furthermore, the results for the Heston implementation reveal that the FPI remains
competitive in terms of speed and accuracy on its CPU implementation compared to other
computational procedures. However, our procedure generates smoother early-exercise
boundaries compared to other methods such as the TP of Chockalingam & Muthuraman

(2011) that can in turn be used as an input for their method.

Our analysis shows that a direct solution of the early-exercise representations of Kim
(1990) and Rutkowski (1994) is robust and efficient. This point was already raised by
Kallast & Kivinukk (2003) in the case of GBM, and Chiarella & Ziogas (2005) in the case
of stochastic volatility, by solving these equations sequentially. Our results confirm that
the method of Kallast & Kivinukk (2003) and the one we propose share the same Newton-
type convergence property. On the other hand, by solving the early-exercise boundary
equation as a FPI as in Kim et al. (2013) we can accelerate the process through the par-
allelization of iterations, and simplify its implementation by avoiding the computation on

complex derivatives.

In summary, our work shows that the FPI is superior to all commonly used algorithms
to price American options under the Black & Scholes model, and to other computational
methods used to price American options under the Heston model. Additionally, the cal-
culation of the critical price frontier by our procedure could be used to develop new nu-
merical methodologies that incorporate the FPI as part of a combined procedure as shown
with the TP-FPI. The algorithm seems promising for solving early exercise boundaries
and option prices of more sophisticated models considering the significant improvements
in performance this method can achieve through GPU parallel calculation, and the inherent

flexibility of our procedure.
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A. EXISTING METHODS TO PRICE AMERICAN OPTIONS UNDER GBM

There are numerous studies in the literature that propose methods to price American
options in the case of GBM.! Brennan & Schwartz (1977) were the first to solve numer-
ically a partial differential equation (PDE) to price American options. Another popular
method that discretizes the time space and the asset price is the binomial method of Cox

et al. (1979). Both methods are still widely used because of their simplicity.

Following the same ideas, other researchers have tried to improve the lattice approach
in order to increase the accuracy and/or reduce the computation time, such as the trinomial
method of Boyle (1988) and the improved binomial method presented in Broadie & De-
temple (1996). Longstaff & Schwartz (2001) developed a novel method to value options
by simulation that determines the conditional expected payoff by least-squares. Although
all of these methods are flexible and easily adapted to many kinds of options, their main

drawback is that they are time consuming.

A different approach to improve the speed at the expense of precision are the so-
called quasi-analytical approximation methods. One of the first of such methods is the
quadratic approximation of Barone-Adesi & Whaley (1987). The idea of the method is to
solve an approximate version of the PDE governing the price of the American option that
yields a closed-form solution. Ju & Zhong (1999) refine the derivation of the quadratic
approximation of Barone-Adesi & Whaley (1987) by making a similar approximation to
the PDE. Even though Ju & Zhong (1999) appears to be more accurate than Barone-Adesi
& Whaley (1987), a main drawback of both methods is that the approximation works
well for very short and very long maturity options, but present difficulties when applied
to medium-term maturity options. Additionally, these methods do not converge to the
true value so the estimation cannot be made arbitrarily small. Broadie & Detemple (1996)
develop a method along these lines based on a lower and an upper bound. The lower-bound

price is computed from a closed-form solution of a capped option, while the upper-bound

'Barone-Adesi (2005) presents a comprehensive survey of existing methods to price American options.
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price is based on the integral equations of Kim (1990). The price is finally obtained as
a weighted average between the lower and upper-bound prices, where the weights are

estimated as a function of model parameters.

In the literature there are also methods that use Richardson extrapolation in order to
improve the accuracy of the computations. For example, Geske & Johnson (1984) find an
exact representation of an American put and introduce the Richardson extrapolation to the
pricing problem. Huang et al. (1996) approximate the American option as a Bermudan
option. Carr (1998) randomizes the time-to-maturity of the American option and intro-
duces a feasible distribution in order to find a simple solution. Ju (1998) prices the option
approximating the early-exercise boundary as a multipiece exponential function. Ibafiez
(2003) refines the recursive method of Huang et al. (1996) by making the Bermudan op-
tion monotonically convergent to the true American option as the number of exercise times

increases.

Finally, other methods use quadrature formulas in order to price the option. Sullivan
(2000) approximates the early-exercise premium by using Gaussian quadrature. Kallast &
Kivinukk (2003) use the trapezoidal rule in order to approximate the integral part of the

equation of Kim (1990).
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B. AUXILIARY RESULTS

T
E (eTTXT —|—/ e "mqX, dT> =1.
0

PROOF. An asset that pays continuously a dividend of ¢ X, d7 at times 7 € [0, 7| and

LEMMA B.1.

Xr at time T, can be replicated by buying the asset at time ¢ = 0 for its value X, = 1.

T
E (e_TTXT + / e "TgX, dT) =Xy =1,
0

which completes the proof. U

Therefore:

LEMMA B.2. Let ¢: [0,00) x D — (0,00). Then:

T
—rT —rT
1—e E<1{XT§¢(7{,{YO)}> —/0 re ]E(l{X §¢(¢T(T}Y)T }) dr > 0,

and

T
—rT —rT
1—¢TE (XTl{XT<¢(TY ) - /0 ge R (XTl{XT<¢(T w2 }) dr >0,

#(T,Y(

PROOF. We have that:

T
—rT _ —rT
I—e "k <1{XT§¢(7§,‘YO>}> /0 re B (1{XT§"’;T(T}Y)’)}> dr
T
>1—e - / re”"Tdr =0,
0

and by Lemma B.1

T
—rT —rT
=T E () = o (V)

T
>1—-E (e_’"TXT — / e "qX, d7'> = 0. U
0
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LEMMA B.3. Let

T
UT,YO(SC) —1—-F <€_TTXT1{XT§S (é{y@}) . / qe—TTE <X7_]_{XT<SC(T—T,YT) ) .
c k) O -

Sc(T,Yp)

Then
—aUT’Y‘) > 0.
0S.(T,Yo)
. . K Sc(T—71,Yr)
PROOF. We note that as S.(7,Y}) increases, the ratios Srvyy and 2oy de-
K Se(T—71,Yr)
crease, and also the measures of the events {XT < m} and {XT < W}

Hence, both expectations in the above expression decrease (since X; > 0) as S.(7,Yp)

increases, making Uz .y, (S.) to increase. O
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C. EARLY EXERCISE REPRESENTATION IN THE HESTON MODEL

Definition C.1. Let x, = log(S;), and denote by f,(x,v) the joint probability density

function of x, and v, conditional on x( and vy. The characteristic function fT(qﬁ, €) of the

joint distribution of =, and v, is defined as:

f+(6,6) =E ('@ +evr)) /0/ ) P2 £ (1 v) da du.

LEMMA C.2.
Fr(6.€) = exp(ig(zo + (r — q)7) + d(vo + KOT))
P e o (i — 0)
X (1 — 27(67 1)(i€ (5)) exp <1 - %(677— Ry 6)) , (C.1)

where 7,0 € C are defined as:

v = /K2 + p?)o2¢? +i(o — 2kp)oo, (C.2)
5= ’HVU—;ZM. (C3)

PROOF. Since S; = e¢*t, we have that:
dl’t = (7‘ —q — ]./2’Ut) dt + \/FtdWLt;
dvy = k(0 — vp) dt + o/vy dWs,.

Let g(zs,v¢,t) = By, o, (€/%277607))  Since g(zy, v4, t) is a martingale, it must be the case

that E,, ,, (dg(z¢, v, t)) = 0, implying that:

dg dg 1 9%g 10%g 52 0%g dg
—q—1/2 — k(0 — 0.
at(r q /vt)+at/-€( V) + = 82t+282 Ut+8xt8vtpgvt+6t
LetI' = 7 — t and assume that:
A(T)+B(T)xt+C(T)ve ) (C.4)

g(@e, v, t) = e
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We obtain that:

1 2 1 2 2 / ! !
(r—q—1/2v)B+ k(0 —v,)C + §vtB + 3¢ v, C* + povy BC — (A'+ B'zy + C'vy) = 0,
which implies that:

A(T) = (r = q)B(T) + k0C(T),

B'(T) =0,
1

C'(T) = —%B(T) — kC(T) + §B(T)2 + %O’QC(T)Q + poB(T)CO(T),

subject to the boundary conditions A(0) = 0, B(0) = i¢, and C'(0) = ¢£. It can then be

verified that:

A(T) = i(r — q)¢T + kb (5T — % log (1 — ;(e” —1)(i€ — 5))) ,

oy =54 — 2D

L= o (@ = 1) =)

is a solution for the previous system of differential equations, where:

v = VK2 + (1= p?)02¢? +i(0 — 2rkp)ag,
K+ —ipop
b= —75—.
o
By inserting the above expressions for A(7"), B(T'), and C(T') into (C.4), factorizing, and
noting that f, (¢, &) = g(q, o, 0), we obtain the desired result. O

LEMMA C.3. Let f(v) N f(€) denote the Fourier transformation of f(v) into f(€)

(e o]

defined as f(€) = / Y f(v) dv. Then given parameters v € R and o, B, A € C, we

—0o0
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have that:

Lo (0= 2)e-2) () 1 (3 3)

= (1 x 5(15 T a))”exp (1 j(;f(;?a)) (&

where 1,,(-) denotes the modified Bessel function of first kind of order v.

PROOF. For v € R and z € C we have that [, (-) can be written as:

—+o00 .
1 2\ 2j+v
IV - . . <_> .
(2) JZ:;]!F(]—H/#-D 2

Hence for v € R™ and A € C we have that:

v—1 v=l 4o = 2j+v—1
1 w3 [0 2 T L ek [0 2 1 vV v
Q) (=5 () S ()

Jj=0

oo 5\ Vi e—v/2pitr—1
:e_mz( / ) ¢ U‘ '
= gt 27T (j +v)

We also have that:

o] —v/2,,7+vr—1 e’}
/ i e‘+ / v]' do — _ 1. / 6_1/2(1—2i5)vvj+1/—1dv7
0 2T (j +v) 2T (j 4+ v) Jo

1 2itv—1 2 o .
= — , — . e vyt ldy,
2T (G +v) (1 —2i)i+tv=11 — 2 ),
B 1
(1= 2i¢)it’

1
where in the second line we made the change of variables y = 5(1 — 2i¢)v and used the

factthatI'(j + v) = / e Yy tr1dy.
0
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Therefore, we can conclude that:

Foooapn~ /21 AR )VX i
—>e/\2z gl (1 =26t \ 1 — 2i¢ exp Y . (C.6)

j=0

In the case in which A € R and v € N, the left-hand side in Equation (C.6) represents the
probability density function of a non-central x?-distribution with 2 degrees of freedom
and non-centrality parameter A, whereas the right-hand side represents its characteristic
function. Therefore, Equation (C.6) is an extension of the well-known relationship for

non-central x? distributions to the more general case in which v € R and A e C (see e.g.

Johnson et al. 1995, Chapter 29) .

Now, given a, ¢,d € C, we also have that:

1exp((oz + c)v + d) exp (—U i ;\> (%) - I, (\/%>

2 2

x 1 v IMNE+ (a+ ) /i)
- (1 “2iE + (a+c)/i)) P (1 —2i(§ + (a +0)/i) +d> '

~ 4 1
Ifweinsert)\:ﬁ,c:é

) D ()

- (1—5%52%))”“" (15(;;?@)’

2N .
, and d = ——-c into the above expression, we find that:
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which implies:

o (o)D) 07 (33

5 (r=era) oo (Fhieta)

This completes the proof. 0

Definition C.4. Let

o0

fT(ng,U):/_ e f (2, v) da

o0

denote the Fourier transform of f, (x, v) with respect to x.

Remark C.5. Note that f,(0,v) is the marginal density of v, conditional on xo and vg.

Furthermore, we also have that

o0

Fi(d0) = = / eI (,€) de

2m J_

i.e. f+(¢,v), as a function of v, is the inverse Fourier transform of f,(¢,¢), as a function

of &.

LEMMA C.6.
fr(p,v) = %exp (igb(mg +(r—q)7)+ (5/@6’ - @) T

(v —v) — %(ve_” o)+ o (3)) % Iy (2 W’”“) (€7

Vo CQ

2 2K0
where 7 is defined as in (C.2), 0 is defined as in (C.3), ( = %(1 —e ), and v = r

o2
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. o2 2k0
PROOF. By defining 8 = 2—(@W — 1), AN =1, =—dand v = —-» We can
v o

re-write Equation (C.1) as:

A~

f7(6,€) = explig(zo + (r — ¢)7) + 0(vo + KOT))

X (1 =B+ a)) " exp (%) . (C.8)

Since the bottom half of (C.8) correspond to the right-hand side of (C.5), it must be the

case that:

fr(o,v) = exp(ig(xg + (r — q)7) + 0(vo + KOT))

Gen((a- D)) ) 0a (33)

By inserting f = €'"(, « = —d, and A = vpe?” into the above expression we obtain

(C.7). 0J

Remark C.7. Note that (C.7) is expressed in terms of e~ 7" instead of €”” as in (C.1). This

is necessary because the function written like this does not overflow.

LEMMA C.8.
. So
11 [~ [ e ?(ls( s )Y e=0m) (4,0
E (1{ST§SC(T77,UT)}> =5 - /_0/¢>_0 Re ( s (¢,0) do dv,
(C.9)
where

¢ ¢
v—1 v Ve T
(1)) s (327
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Go(6,0) = S exp ( (M - @) 4 6y — ) — S (e + vp)




2 2k0
~ is defined as in (C.2), § is defined as in (C.3), { = ;—(1 —e ), and v = "
g

o2
PROOF. Let z.(T — 7,v) = log(S.(T — 7,v)). Then we have:
E (Lgs,2s.r-ren}) = E (L, zou(m—r) -
= / / 1{$2$C(T—T,U)}f7<x7 U) dw d’l),
v=0J z=—00
oo 1 oo .
= ]-{J;ZxC(T—T,v)}Q_ € fT(ng U) dgb dz dU,
v=0Jx=—00 m =—00

o q oo oo ' 3
/ 2_ / (/ 1{meC(T_T’v)}€71¢m dl’) f‘r(¢7 U) d¢ dU,
v=0 4T ¢p=—00 T=—00

L e (i) e

I
—~

v=0 % =—00 Z7T¢
B | B () e—i¢xc(T—T,v)fT(¢’ U)
[ o (rs [T g

1 1 ) 00 —ipre(T—7w) £
:—+—/ / Re (e _ fT(‘b’“>> dé dv,
2 7 Ju=o $=0 (0]

where in the fourth line 4(+) denotes the Dirac delta function. Since we also have that:

E (s, <s.r-ro}) = 1 = E (L{s,25.(0-r0n}) »
we can conclude that:

1 1 00 00 efiqﬁxc(TfT,'u) _T LV
E (1¢s,<S.(T—r0r)}) = 5 ;/_O /HRe( 5 f-(¢ )> dé dv.

Re-factorizing the term inside the real-part of above expression yields the desired result.

O

Remark C.9. In order to highlight how v affects G (¢, v), in the following we write
G, (¢, v;vg) for G-(¢,v). We note that G (¢, v;vg) is not well defined when vy = 0. The
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limit at vy = 0, however, exists and is given by:

v—1

1 1 v 1 2
: . _ = (5/@9—71/)7'—1—6(110—11)—2(11@ T 4vg), v—1
Ulolino G (¢, v;v0) Ce v <—<2)

where I'(v) denotes the gamma function of order v. Event though the integrals in (C.9)

P(v)’

are well defined, in numerical applications it is convenient to evaluate G, (¢, v;vy) when
vo = 0. Hence, for the remainder of this Appendix we extend the function G (¢, v;vg) by

continuity as:

v—1
1 (0k0—yw)T+8(vo—v)—(ve T 4vg), p—1 (1) 2 1 ] =
Go(6,0300) = e (@) ety Fon=h
%e(éne—wy—&-é(vo—v)—%(ve_"”-ﬁ-vo) (%) 2 I, 4 <2 /UOUC@—;”) if vy > 0.
(C.10)
PROOF.

v—1
lim GT(¢,U;UU) = %e@’“’_w)T+5(”0_”)_é(ve_w+m) (1) 2 1,4 <2 - W) )

vo—0 Vo C2
v—1 oy v—1
_ 16<559—LV;1>)T+5(vo—v)—%(ve’7"'+vo) (2) 2 ('UOUG v ) 2 1 :
¢ Vo ¢? ['(v)
=1
_ 16(6/{977“”;1))T+5(vofv)f%(ve_77'+vo)vy—1 e 7 2 1 :
¢ I'(v)
v—1
_ 16(559—;*(”;1)—77("271))T+5(U0—U)—%(W*”T—&-vo)vufl <l) 2 1 :
¢ ¢/ T
v—1
_ le(JKGfﬂ/u)‘r+6(v07v)f%(ve’””«#vo)vy—l i 2 1 :
¢? I'(v)
1 1\’
where we have used the fact that [,,(2) ~ —— | =2 | when z — 0. O
I'v+1)\2

Remark C.10. Furthermore, we also have that:

0 if v>1,

lim G, (¢,v) =
v=0 0o if v<1.
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In other words, the density function of v, given vy explodes at v, = 0 when the Feller

condition for the variance is violated.

LEMMA C.11.

IOg Se (ﬁET,v>')+(T—q)T)G _ Z v
E* (s, <s.(0n7-}) = 5 — —/ / Re 4 aCniL) d¢ do,
v=0J $=0 i

(C.11)

where E*(-) denotes the expectation with respect to the measure Q* defined by its Radon-

Nikodym derivative as:
dQ* S,
dQ  Spelr—a7’
and G, (¢, v;vg) is defined in (C.10).

PROOF. Let f*(z,v) be the probability density function (conditional on x4 and vg) of
- and v, under Q*, and f* (¢, €) = E*(¢*"~T€vr) Then we have that:

P . 19T 1§deQ*
fT (¢7 5) =E ( * dQ

o g
_ ipxr+ivr T
== E (6 Soe(r_q)T) Y

1
- SOQ(T—Q)T
B 1
= 504—

S e(r q fT(¢ 75)‘

E (ei¢xT +zr +’i§’l}7—)

)

E (ei(qﬁfi)x-r+ifv7-)

Y

Also, define

Foo= [ epeod= [ i

oo

which implies that:

Frlo) = o [ e 0 -0 = o R0~ i0).

r—
00 elr=ar
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Moreover, if we follow the same steps as in Lemma C.8 we find that:

1 —l(;ﬁxc(v T—7) £x v
E* (1{ST§SC(”U7—,T T —_ — / / Re ( T<¢ )) d¢ d/U,
2 v=0 =0 i
1 e z¢xc(v,T—‘r)fT(¢ — ’U)
=57 = - R - dod
2 0w /vo/¢0 Soe(r—q)T © ( i ) ¢ dv,
$(10g( 575y ) +H(r—)7) .
AT =R g
v=0J $=0 (0]
which completes the proof. 0

Proof C.12 (Proof of Proposition 2). In the Heston (1993) model, Equation (2.7) be-

comes:

T
—rT —ar ST
€o :/0 rKe "TE (1{STSSC(T—T7UT)}) — a5 T E (WI{STQ%(T_TM)}) i

Applying the change of measure introduced in Lemma C.11 allows us to write:
E S—l{s <s.r—rwy | =B (Lgs, <500 7—1)1) »
Soe r q) T T>x9c\VUr)
implying that:
T
€y = / TKG_TTE (l{STSSC(T—TﬂJT)}) — qSOe_qT E* (1{ST§SC(T—T,DT)}) dT.
0

By inserting (C.9) and (C.11) into the above expression we obtain the desired result.

Remark C.13. Note that we can rewrite (C.1) as:

id(20+(r—q)7)+8(vo+KOT)— Vlog( (e'YT 1)(ie— 5)) (W)

(6.6 =e CETe
id)(a:o-l—(r—q)T)—&-csfiHT—Vlog(l—g—Q(eWT—l)(if—é))—&— 5+% 0
—e R 1= 82 (VT —1)(i€—9)
2 e
i¢($0+(r—q)7’)+(5r€9—'yu)7'—1/log(e’YT—gW(l—e’”)(iE—é))-l—(é—&— g 02“& 61 p— )vo
—e e _ﬂ(l_e IT)(iE-9)

= €i¢(xo+(r—q)7)h7(¢’ £),
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where

2 . ie—o)
0kO—yv)T—vlog(e 7T —2-(1—e V7)) (i£—0) |+ | o+ (e vo
( ) ( & ( )(i¢=9)) ( T gZ (1—e T (i€ —0)

he(¢,§) = e (C.12)

We note that expressing (C.1) in terms of ¢™77 instead of €77 is necessary in numerical

applications for the function not to overflow.

Proof C.14 (Proof of Proposition 3). The European put Equation (2.5) becomes
Do = KS_TTE (1{5T§K}) — Soe_qT E* (1{5T§K}) .

Proceeding as before, we obtain that:

o0 —iglog(K) £
E (1{ST§K}) = % — l/ Re (e & wa((ﬁ, O)) 16,

™

=0
. 11/~ 1 e~ 108 fr.(¢ — i, 0)
B o) =377 /¢0 Soetat ¢ ( i6 1o

where fT(q§, €) is defined in (C.1). Hence, we can re-write the above expectations as:

0 id)(log(%)Jr(rfq)T)
E (1{5’T§K}) = 1 l/ Re (e , HT(¢)> do,

2 T Jo=o i
. 1 1 IS eiqﬁ(log(%)-ﬁ-(r—q)T) HT(¢ . Z)
E (1{STSK}) - 9 ;/(;30 Re i do,
where

and hr (¢, &) is defined in (C.12).
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Note that we could have also used (Dutffie et al. 2000, Equation 2.12):

0o —i¢log(K)
E (e 1(s,<ky) = w - %/{éo Re (e Z.fT(gb’ 0)) do,

. oo —i¢log(K) i
E (e Srls,<k}) = ¢T(2Z’O> a %/(750 Re (6 ?Qf(gb Z’O>) 19

where U7(, &) = e T fr(p,€). Re-factorizing and dividing the second equation by

Spe~ T yields the desired result.

Proof C.15 (Proof of Proposition 4). Since

T
eo = / 4S0¢” T B (1(s,25.(0-r)3) — TKe T E (s, 25.(0-70.)y) AT,
0

the results follows from Proposition 3 by noting that

E (1(s,>s5.0—rwy) = 1 = E (s, <s.0-r00)}) »
E* (s, >5.r—rv)y) = 1 = E* (L5, <50(7r00)3}) -
Proof C.16 (Proof of Proposition 5). Since

Co = Soe_qT E* (1{5T2K}) — Ke_rTE (1{ST2K}) s

the results follows from Proposition 3 by noting that

E (1¢s,5x1) =1 —E (1(s,<x3})

E* (Lgs,2x1) = 1 = E" (Ls,<x3) -

Summary C.17. We now provide a summary of all formulas needed to price American

options under the Heston model. The American put option premium is given by:

Py = po + eo,
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where

T
ey = / rKe " E (s, <s.(r—rwny) — 4S0¢” T E* (s, <s.1—r0p}) AT,
0

log %)+(T*Q)T>G v
E (1¢5,<5.(r—r0) =———/ / Re( - (20 4an,
v=0J ¢p=0

log %)‘F(T’-Q)T)G i
E* (135, <50, 1) =———/ / Re GO RY) G,
v=0J $=0 0]

% (6n9 )T +8(vo— v)fz ve 'VTJrvo) v—1 (é) 2 %u) lf Vg = 0,
GT(¢7 v UO) = ,Y(,,+1) v % —yT
% ((5 0— )T+5(v0 v)— (Ue +vo) <1;U_0) I, (2 /%) lf v9 > 0,
— 3 2 2k0
N = \/Hg 2¢2—|—Z(0—2/€p)0¢, 5_“70—22Wb’ Q‘:g—fy(l—e_“ﬂ')’ 1/:%7
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= KeTE (1{ST§K}) — Soe T E* (1{ST§K}) ’

o0 i¢(log(72)+(r—a)T) g
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=0 110,
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( {STSK}) 2 7T/¢:0 e( i ¢,
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The American call option premium is given by:

Co = ¢o + €,
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where

T
€ = / ¢Soe™ " E (1(s,28.(1—rw.}) = 1EKe T E (s, 25.-r0,}) AT,
0

log %) r— q)T) (¢ 'U)
E (1¢s,>8.(7—rv)}) = + / / Re : do dv,
v=0 J $p=0 (0]

¢(log %)HT-CM)G .
E* (145, 25.0ror))) / / Re G0 mh)) g,
v=0 J $=0 (0]

and

— Soe_qT E* (1{57,2[(}) — KG_TTE (1{STZK}) ,

1 1 [ z¢<log(70) (r—q)T)H
E (1{STZK}) = 5 + p /¢:0 Re € s T(¢)> do,
11 [ i9(1o( 3 )+=a)T) . (6 —
E* (1{STZK}> = 5 + % /(z):D Re (6 s T(¢ Z)) do.
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D. IMPLEMENTATION OF THE METHODOLOGY IN THE GPU

In order to compute /,(z) in the GPU for v € R and z € C, we code in the CUDA
programming language two numerical methods that perform well for a wide range of

arguments 2z and orders v.

The first method that we implement is the one proposed by Thompson & Barnett
(1987), that can be found coded in C in Flannery et al. (1992, Chapter 6, p. 248). We use
this method whenever |z| < 30. The translation into CUDA is straightforward, but relies
heavily on the CUSP library that defines numbers of complex type. In the case in which
|z| > 30, we use instead an asymptotic expansion for large argument that can be found in

Olver et al. (2010, eq. 10.40.5, p. 255).

Our implementation is different from the one found in Matlab which is programmed
in Fortran 77 and based on Amos (1985, 1986). We do allow, however, for the possibility
of scaling the function internally by e~/®*(3)l to avoid overflow, as in Matlab. It turns out

that this feature is crucial in the numerical implementation of our methodology.
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E. EFFICIENT NUMERICAL METHODS FOR PRICING AMERICAN PUT OP-

TIONS UNDER HESTON’S STOCHASTIC VOLATILITY MODEL
E.1 Option Pricing Model and Linear Complementary Problem (LCP)

As stated by Ikonen & Toivanen (2007b), due to the early-exercise possibility, the
option pricing model under Heston’s stochastic volatility can be solved as a time dependent

linear complementary problem (LCP). For the American put option, its LCP is defined by:

Lp=0,p=yg,
(Lp)(p—g) =0,
where a generalized Black-Scholes operator is defined by

_Op 1,0 Pp 1 , p op op
Lp—a 5@ 352 pvaasav 57 vw Tsﬁ k(0 —v) 197\/5}%—1-7“}),

in a domain {(S,v,7)|S > 0,v > 0,7 € [0,7]}, where T is the expiry time. Price at
maturity is given by the payoff function g. The market price of risk is denoted by ) and it

is assumed to be zero. For this model, the payoff function is
g(S,v) = max{K — S, 0},
The early-exercise possibility of the American option leads to the constraint
p(S,v,t) > g(S,v),

In the region where the constraint is inactive, the price p satisfies the partial differential

equation

Lp=0,
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The initial and boundary conditions are defined by

p(S7U’O):O7
p(O,’U,T) :g(0>v)7
=E-rSgE—kOE+rp>0,p>yg

T or

Lu
v=0—
(Lp)(p—g9) =0,

The asymptotic behavior of p satisfies the conditions

. Op(S,v,T

th%oo (85 ) OJ
8p(S7U7T)
57— =0.

lim, o0

E.2 Proposed Discretization for Nonuniform Grids

The authors contribute by proposing a finite difference space discretization on a nonuni-
form grid resulting in an M-matrix (noted A by the authors). The objective of using
nonuniform grids is to obtain the same accuracy in terms of prices with fewer grid points
with these grids than with uniform grids. This is achieved by creating finer grids in parts
of the computational domain where additional grid points increase the accuracy. The
cross-derivative term is approximated with a special finite difference scheme while the
first-order and second-order partial derivatives are approximated using usual finite differ-
ences. In order to obtain nonpositive codiagonal elements, they restrict the grid step sizes
and use one-sided differences for the first-order derivative terms in a small part of the do-
main. Grid points are computed using grid generating functions which concentrate more
points near the zone where accuracy is required the most for the option pricing (around

the strike price) giving the model a Nonuniform characteristic.

Ikonen & Toivanen (2007b) propose a seven point discetization stencil, where they use

central finite differences as much as possible, but when this leads to a positive codiagonal
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element, they employ first-order accurate one-sided differences for the spatial first-order
partial derivative terms. With certain grid step size restrictions, they obtain a coefficient
M-matrix. In order to avoid oscillations in the resolution of the pricing model, the authors
establish boundaries for the grid step sizes to ensure an M-matrix. In order to obtain
good damping properties and second-order accuracy, Ikonen & Toivanen (2007b) use the
Rannacher-time stepping method, which combines both the implicit Euler and the Crank-

Nicolson methods. The finite difference approximation is constructed on a grid

(Si,vj,m6) € [So=0,...;8m =X] X [vg=0,...,5, =Y]| x [10=0,..,1=T],

The discrete LCP problem proposed by the authors can be written down as:
Bpttl > OpF, pttl > g,
(Bpk+1 . Cpk)T <pk+1 o g) =0
1
where B = (I + 5ATA), k=0, ..,1—-1
C=1,k=0,1,2,3

C:J—%ATA,k:zL, o l—1

Where [ is an Identity Matrix and A is an M-matrix. To simplify the notation, Ikonen &

Toivanen (2007b) refer to the problem for a given k by
LCP(B,p***,Cp*, g)
E.3 Projected Succesive Over-relaxation Method (PSOR)

This method to solve LCP problems was proposed by Cryer in 1971 and it is a variant
of the Gauss-Siedel Iterative Method. The method is widely used for pricing American

options. For simplicity, the algorithm which performs one PSOR iteration for the problem
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LCP(B,p, f,g) is presented.

Algorithm PSOR(B, p, f, g)
Doi=1, .. dimB

ri=fi— > Bijp
J

+ 20
;= IMax i s g

End Do

The stopping criterion used in the numerical experiments is based on the vector r generated

by the algorithm. For this method in particular, the stopping criterion is:

0.1
Irl < —IIfll
mn

if Pi = G,

r; otherwise

Wherer =

The convergence rate of the PSOR method depends on the choice of the relaxation pa-
rameter w. In our implementation, we use the values proposed by the authors based on

numerical experiments made by them.

E.4 Componentwise Splitting Method

This method is based on a decomposition of the M-matrix resulting from the afore-

mentioned space discretization. This matrix is decomposed into three matrices as
A=As+ Asy + A,
Where each of the matrices obtained from the decomposition have a simpler structure than

A. Ag, As,, and A, contain couplings of the finite difference stencil in the S-direction,
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Sv-direction and in the v-direction, respectively. After a suitable permutation of rows and
columns each of these matrices are block diagonal with tridiagonal blocks. The authors
affirm in a previous work done by them Ikonen & Toivanen (2007a) that a combination
of discretized LCP and symmetric componentwise splitting can be second-order accurate.
Due to this, the componentwise splitting method proposed has five sub-problems at each

time step defined by

b{

CP(BS/2 p*5, Csap*, g),
(Buyjo, 05, Copa 5, 9),
fork=0,...,1 —1 ¢ LCP(Bg,,p""s,Cs, p""3, g),
(B v/2, P %aCu/zp’H%,g),
| LCP(Bg, P, Cspop**5, ),

b«

The matrices in this method depend on the time discretization scheme. In our implemen-

tation, as well as in the authors’ case, the Rannacher time step is the chosen time scheme.

This means:

Bgpp=(I+1A1A5), k=0,..,01-1
BSU:(I—i—%ATASU), k=0,...,1-1
BU/QI(I—F%ATAv), k=0,..,1-1
Csp=Cs,=Cyp=1 k=0,1,2,3

OS/QZ(]_iATAS)7 E=4,..,1—1
Bs/gz([—%ATASU), k S1—1
BS/Q:([—%ATAU), k Sl—1

Each of the matrices has its rows and columns permuted in order to obtain block diagonal
matrices with tridiagonal blocks, which are M-matrices. It is important to note that in the
permutations, there has to be consistency in the early-exercise region associated with each
of the option prices in order to use the Brennan and Schwartz algorithm to solve the LCPs,

avoiding the use of an iterative method.
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E.4.1 Brennan and Schwartz Algorithm

Introduced by Brennan & Schwartz (1977) in order to price a put option using the one-
dimensional Black Scholes PDE discretized with finite differences, this method solves the
LCP by using a UL decomposition with a projection in the backsubsitution step, where
U and L are bidiagonal upper and lower triangular matrices, respectively. The following

simplified algorithm describes the method for solving a LC'P(T, z, b, g):

Algorithm BS(T, x,b, g)
Form decomposition UL =T
y=U""b

ot U

Doi=2,....dimT

- Li,i—l Ti—1

Li;

T, = rnax{ s 791}

End Do

Additionally, sufficient conditions for the algorithm to yield the correct solution are that T’
is an M-matrix and an integer k exists such that for the solution x it holds that z; = g, for

1t < kand x; > g; fori > k.
E.5 The Transformation Procedure

As the authors state in Chockalingam & Muthuraman (2011), equations for the Heston
option pricing model are satisfied by a price function p(7, S, v) and an optimal exercise
policy b(7,v). The main argument behind this method is that, as the optimal price is
a function of the optimal-exercise policy, one can say that an arbitrary exercise policy

b°(7,v) defines an associated value p°(7, S, v) which satisfies p°(7, S, v) < p(t, S, v) for
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any b if both the arbitrary user defined exercise policy and related price solve the Heston

equations.

The goal is to use a procedure that converges and provides the option price at con-
vergence. Starting from an initial guess b°, the method provides a sequence of policies
b0, b!, ... that are monotonic increasing and bounded above. To achieve this, it is required
that the initial guess policy has to be such that complies with the following condition

op®

»Y <b -
(1,0) (1,v) — 93 e

< —1
+,v)

Once the condition is satisfied, we can see that it is straightforward to determine that the
exercise policy and option price can be improved. On the boundary b°, p°® = max{K —
S,0} and immediately above our initial policy, the derivative of the option price with
respect to S is less than -1. This implies that the option price will be less than the payoff
function max{K — S,0} in a region right above the exercise policy guess. Then, the
policy can be improved because an immediate exercise of the option will improve its price.

Following this rationale, the authors iterate the exercise policy and related price based on:

bn+1(7',v):{ sup S | o

- _1}
(7,S,v)

(b7 (7,0),00) a5

In their paper, the authors give theoretical support and proofs that this method effectively
converges to g—g = —1 at the limit near the exercise boundary (Smooth-pasting condition),

implying optimality in the option price.

Chockalingam & Muthuraman (2011) explains that the proposed algorithm can be
analyzed as a decomposition of the American option pricing problem into a sequence of
European-style option pricing problems (The exercise policy is known beforehand and one
can solve in each iteration the pricing equations as a European flavored option, removing

the free boundary inherent complexity).
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Figure 1 — The figure shows different iterations of the early exercise curve B¥) using our
functional iterative method with a flat-prior and the trapezoidal rule. We use 20 time-intervals
to discretize the time-to-maturity. In the figure, the strike price is K = 100, the time-to-
maturity is 7' = 1, the risk-free rate is » = 0.04, the dividend rate is ¢ = 0.08, and the
volatility is ¢ = 0.2. Convergence is obtained after 5 iterations.
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Figure 2 — Comparison of RMSE and computing time for American put prices under the Black
& Scholes option pricing model and calculated using several numerical methods. Speed is
measured as the average number of options calculated per second. Testing set corresponds to
7,865 options. Combination of parameters are initial stock price Sy = 75,80, ..., 120, 125,
strike price K = 100; "= 1/12,3/12,6/12,9/12, 1, 2, 3, risk-free rate of interest per annum
r = 0.02,...,0.1, volatility ¢ = 0.1, ...,0.6, and dividend rate 6 = 0,0.04,0.08,0.12. We
exclude options with prices of less than 50 cents and negative early exercise premia. Numbers
below each point represent the time-steps used in each method.
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Critical Price

Variance, v

0.25

0.15

Time to maturity,

Figure 5 — Optimal exercise policy under Heston model and calculated using FPI and a 10x10
grid. Strike price K = 10, time-to-maturity T = 3 months, risk-free rate of interest r = 0.1 per
annum, mean rate of reversion x = 5, long-term mean variance § = (.16, volatility of the
volatility process o = 0.9, and correlation p = 0.1.
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Figure 6 — Optimal exercise policy under Heston model and calculated using FPI and a 60x60
grid. Strike price K = 10, time-to-maturity T = 3 months, risk-free rate of interest r = 0.1 per
annum, mean rate of reversion x = 5, long-term mean variance § = (.16, volatility of the
volatility process o = 0.9, and correlation p = 0.1.
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Figure 7 — Optimal exercise policy under Heston model and calculated using TP and a
60x32x66 grid. Strike price K = 10, time-to-maturity T = 3 months, risk-free rate of inter-
est r = 0.1 per annum, mean rate of reversion x = 5, long-term mean variance § = 0.16,
volatility of the volatility process o = 0.9, and correlation p = 0.1.

Critical Price

Time to maturity, t

Variance, v

Figure 8 — Optimal exercise policy under Heston model and calculated using TP and a
240x128x258 grid. Strike price K = 10, time-to-maturity T = 3 months, risk-free rate of
interest r = 0.1 per annum, mean rate of reversion x = 5, long-term mean variance § = 0.16,
volatility of the volatility process o = 0.9, and correlation p = 0.1.
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Table IV — Performance Statistics

(1 ) 3) “) ) (6)

RMSE  Time Efficiency AE <1072 AE<107* AE<107°
BAW 2.189E-01 0.001 8.43 16.63% 11.57% 8.30%
BIN 500 4.172E-03  0.059 8.31 33.18% 10.64% 7.31%
BIN 1000 2.017E-03 0.228 7.68 49.28% 13.94% 7.57%
BIN 2500 8.166E-04 1.154 6.97 80.34% 22.75% 9.07%
BIN-BS 500  1.675E-03 0.063 9.16 48.75% 13.48% 7.27%
BIN-BS 1000 8.345E-04 0.239 8.52 75.04% 19.26% 8.05%
BIN-BS 2500 3.047E-04 1.232 7.89 99.87% 33.87% 10.40%
CARR 5.542E-03 0.021 9.06 46.34% 24.11% 8.19%
FPI-BAW 400 1.083E-04 0.176  10.87 99.91% 96.13% 32.21%
FPI-F 60 1.419E-03 0.010  11.16 82.20% 42.10% 13.81%

FPI-F 400 1.092E-04 0.209 10.69 99.92% 96.01% 32.17%
FPI-GK 24 9.636E-04 0.452 7.74 99.06% 69.43% 24.44%

HSY 2.294E-02 0.017 7.85 40.90% 26.19% 10.96%
IBN 3.044E-03 0.117 7.94 81.84% 39.86% 12.68%
IZ 3.665E-02 0.001 10.21 24.31% 15.07% 8.96%
KJK 24 6.101E-03 0.242 6.52 81.72% 50.21% 20.20%
KK 400 1.067E-04 0.711 9.49 99.92% 96.21% 32.02%
LS 7.737E-02  1.780 1.98 2.28% 0.17% 0.01%
LUBA 2.933E-03 0.012 10.25 64.28% 36.39% 12.97%
TRI 500 2.218E-03 0.082 8.61 47.74% 12.22% 7.20%
TRI 1000 1.127E-03  0.315 7.94 70.39% 17.30% 8.01%
TRI 2500 4.364E-04 1.354 7.43 96.07% 30.63% 10.44%

Note — The table reports performance statistics for each numerical method over 7 865 op-
tion values. BAW is the quadratic approximation of Barone-Adesi & Whaley (1987). BIN is
the binomial tree method of Cox et al. (1979). BIN-BS is the binomial model using Black &
Scholes at the last time-step of Broadie & Detemple (1996). CARR is the six-point randomiza-
tion method of Carr (1998). FPI-BAW is the functional iterative method with the initial guess
of Barone-Adesi & Whaley (1987) and the trapezoidal rule. FPI-F is the functional iterative
method with a flat initial guess and the trapezoidal rule. FPI-GK is is the functional iterative
method with a flat initial guess and the Gauss-Kronrod quadrature. HSY is the six-point re-
cursive integration method of Huang et al. (1996). IBN is the tree-point modified recursive
integration method of Ibafiez (2003). JZ is the refined quadratic approximation of Ju & Zhong
(1999). KJK is the iterative method of Kim et al. (2013). KK is the recursive method of Kallast
& Kivinukk (2003). LS is the least-squares Monte Carlo approach of Longstaff & Schwartz
(2001). LUBA is the lower and upper bound approximation method of Broadie & Detemple
(1996). TRI the trinomial tree method of Boyle (1988). Numbers next to some methods spec-
ify the number of time-steps. Column (1) reports the root mean squared error (RMSE) with
respect to the true value that was computed with a binomial tree with 15000 time-steps that
uses Black & Scholes at the last time-step. Column (2) reports the average time in seconds
needed to value the 7 865 options. Efficiency in (3) is computed as — log(RMSE x Time).
The last three columns (4) to (6) report the percentage of options for which the absolute error
(AE) is lower than the corresponding threshold. Our method is highlighted in gray.
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Table V — Performance Statistics Using Richardson Extrapolation

ey @) 3)
RMSE Time Efficiency

BIN-BS 600/400/200 9.234E-04 0.140 8.95

BIN-BS 400,/200 5.890E-04 0.052 10.39
BIN-BS 600/300 3.456E-04 0.112 10.16
BIN-BS 800/400 2.874E-04 0.195 9.79

BIN-BS 1000,/500 2.264E-04 0.301 9.59

FPI-F 100/50 4.936E-04 0.035 10.97
FPI-F 150/100/50 1.771E-04 0.073 11.26
FPI-F 200/150/100 1.257E-04 0.086 11.44
FPI-F 250/200/150 1.061E-04 0.124 11.24
FPI-F 300/250/200 8.978E-05 0.182 11.02

KK 100/50 4.951E-04 0.286 8.86
KK 160/80 2.861E-04 0.444 8.97
KK 200/100 2.238E-04 0.547 9.01
KK 300/150 1.498E-04 0.809 9.02
KK 150/100/50 1.813E-04 0.560 9.20

Note — The table reports performance statistics for three different methods that are acceler-
ated with the use of Richardson extrapolation. BIN-BS is the binomial model using Black
& Scholes at the last time-step of Broadie & Detemple (1996). FPI-F is the functional iter-
ative method with a flat initial guess and the trapezoidal rule. KK is the recursive method
of Kallast & Kivinukk (2003). The notation N3/Ny/N; stands for the 3-point Richardson
extrapolation (see e.g. Geske & Johnson 1984) where the price of the option is found as
P = P;+7/2P, — 1/2P;. The notation Ny /N7 stands for the 2-point Richardson extrapola-
tion (see e.g. Bunch & Johnson 1992) where the price of the option is found as P = 2P, — P.
In the formulas Py, P», and P5 are the prices obtained using N, Na, and N3 time-steps, re-
spectively. Column (1) reports the root mean squared error (RMSE) with respect to the true
value that was computed with a binomial tree with 15,000 time-steps that uses Black & Sc-
holes at the last time-step. Column (2) reports the average time in seconds needed to value
the 7,865 options. Efficiency in (3) is computed as — log(RMSE x Time). Our method is
highlighted in gray.
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Table VI - American Put Prices and Performance Statistics for Option Pricing Methods Under
The Heston Model and vy = 0.0625

So

Method Grid Size Integration Points 8 9 10 11 12 Time (s) RMSE
PSOR (40,16,8) 1.9989 1.1005 0.5138 0.2120 0.0830 1.54 0.88%
(60,32,66) 1.9991 1.1041 0.5162 0.2117 0.0815 36.50 0.62%
(120,64,130) 1.9998 1.1070 0.5195 0.2135 0.0821 1.693.53 0.07%
(240,128,258) 2.0000 1.1074 0.5198 0.2135 0.0820 69.166.69 0.06%
CS (40,16,8) 2.0010 1.1053 0.5165 0.2130 0.0832 0.75 0.72%
(60,32,66) 1.9992 1.1047 0.5166 0.2119 0.0816 1543 0.55%
(120,64,130) 1.9999 1.1072 0.5197 0.2136 0.0821 117.92 0.06%
(240,128,258) 2.0000 1.1075 0.5198 0.2136 0.0820 92242 0.04%
TP (40,16,8) 1.9825 1.0756 0.4897 0.2019 0.0830 0.57 3.87%
(60,32,66) 1.9928 1.0985 0.5116 0.2093 0.0810 4.88 1.36%
(120,64,130) 2.0000 1.1045 0.5171 0.2120 0.0815 36.61 0.54%
(240,128,258) 2.0000 1.1064 0.5186 0.2127 0.0815 340.47 0.39%
(480,256,520) 2.0000 1.1070 0.5192 0.2130 0.0816 3.585.60 0.29%
FPI-CPU 5,5) (100, 100) 1.9981 1.1090 0.5224 0.2155 0.0833 481 0.81%
5,5 (3200, 100) 1.9985 1.1083 0.5218 0.2149 0.0827 129.35 0.45%
(20, 5) (100, 100) 1.9989 1.1086 0.5210 0.2145 0.0828 18.17 0.47%
(20, 5) (3200, 100) 1.9994 1.1080 0.5203 0.2139 0.0822 142.89 0.10%
(10, 10) (100, 100) 1.9992 1.1084 0.5213 0.2148 0.0830 19.69 0.57%
(10, 10) (3200, 100) 1.9997 1.1078 0.5207 0.2142 0.0824 143.18 0.21%
(40, 10) (100, 100) 1.9995 1.1083 0.5208 0.2145 0.0828 350.10 0.44%
(40, 10) (3200, 100) 2.0000 1.1076 0.5202 0.2138 0.0822 474.18 0.07%
(20, 20) (100, 100) 1.9993 1.1083 0.5209 0.2146 0.0828 291.94 0.48%
(20, 20) (3200, 100) 1.9998 1.1077 0.5203 0.2139 0.0822 41431 0.11%
(40, 20) (100, 100) 1.9994 1.1083 0.5208 0.2145 0.0828 1.359.36 0.44%
(40, 20) (3200, 100) 1.9999 1.1077 0.5202 0.2138 0.0822 1.482.69 0.07%
FPI-GPU 5,5) (100, 100) 1.9981 1.1090 0.5224 0.2155 0.0833 0.38 0.81%
5,5) (3200, 100) 1.9985 1.1083 0.5218 0.2149 0.0827 342 0.45%
(20, 5) (3200, 100) 1.9994 1.1080 0.5203 0.2139 0.0822 481 0.10%
(10, 10) (3200, 100) 1.9997 1.1078 0.5207 0.2142 0.0824 497 0.21%
(40, 10) (3200, 100) 2.0000 1.1076 0.5202 0.2138 0.0822 27.93 0.07%
(100, 10) (3200, 100) 2.0000 1.1076 0.5201 0.2138 0.0821 156.75 0.05%
(20, 20) (3200, 100) 1.9998 1.1077 0.5203 0.2139 0.0822 28.87 0.11%
(40, 20) (3200, 100) 1.9999 1.1077 0.5202 0.2138 0.0822 105.79 0.07%
(60, 20) (3200, 100) 1.9999 1.1076 0.5201 0.2138 0.0821 231.18 0.06%
(80, 20) (3200, 100) 1.9999 1.1076 0.5201 0.2138 0.0821 408.62 0.05%
(100, 20) (3200, 100) 1.9999 1.1076 0.5201 0.2138 0.0821 636.47 0.05%

True Value 2.0000 1.1076 0.5200 0.2137 0.0820

Note — The table reports American put prices and performance statistics for numerical meth-
ods under the Heston’s stochastic volatility option pricing model. FPI was implemented using
an adaptive integration method based on the Gauss-Kronrod quadrature. Column (2) reports
the grid size used for each method. For PSOR, CS and TP, grid size refers to (ns,, ny,, nr),
as these methods calculate put option prices for each initial stock price Sy and variance vg
at a defined time to maturity 7' = 0.25, whereas for the FPI method we refer to the early
exercise policy grid size defined by (n.,n,), as this method calculates an option price given
So and v by solving the optimal exercise policy S¢(7,v). Column (3) reports the number of
discretization points for 7 and v on the policy grid used in the last step of FPI, as this method
uses spline algorithms to improve the calculation of put prices. Columns (4) to (8) report put
prices for each initial stock price and vy = 0.0625. Column (9) reports time in seconds and
column (10) refers to the root mean square error. True value makes reference to the put prices
used by Ikonen & Toivanen (2007b) as benchmarks. K =10, T = 3 months, r = 0.1 per annum,
k=>5,0=0.16,0 =0.9,and p = 0.1.
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Table VII - American Put Prices and Performance Statistics for Option Pricing Methods Under
The Heston Model and vy = 0.25

So

Method Grid Size Integration Points 8 9 10 11 12 Time (s) RMSE
PSOR (40,16,8) 2.0735 1.3266 0.7893 0.4438 0.2406 1.54 0.76%
(60,32,66) 2.0764 1.3307 0.7929 0.4460 0.2414 36.50 0.40%
(120,64,130) 2.0780 1.3331 0.7955 0.4479 0.2426 1.693.53 0.06%
(240,128,258) 2.0782 1.3334 0.7958 0.4481 0.2427 69.166.69 0.03%
CS (40,16,8) 2.0797 1.3325 0.7943 0.4474 0.2430 0.75 0.14%
(60,32,66) 2.0770 1.3313 0.7935 0.4464 0.2417 1543 0.32%
(120,64,130) 2.0783 1.3334 0.7957 0.4481 0.2428 117.92 0.02%
(240,128,258) 2.0784 1.3335 0.7959 0.4482 0.2427 92242 0.02%
TP (40,16,8) 2.0611 1.3063 0.7668 0.4265 0.2310 0.57 3.62%
(60,32,66) 2.0725 1.3263 0.7888 0.4430 0.2397 4.88 0.92%
(120,64,130) 2.0765 1.3310 0.7933 0.4462 0.2415 36.61 0.37%
(240,128,258) 2.0777 1.3325 0.7947 0.4472 0.2420 340.47 0.20%
(480,256,520) 2.0780 1.3330 0.7952 0.4476 0.2422 3.585.60 0.14%
FPI-CPU 5,5) (100, 100) 2.0802 1.3361 0.7986 0.4506 0.2446 4.19 0.44%
5,5 (3200, 100) 2.0796 1.3355 0.7980 0.4499 0.2440 180.18 0.30%
(20, 5) (100, 100) 2.0786 1.3342 0.7967 0.4491 0.2436 19.88 0.24%
(20, 5) (3200, 100) 2.0780 1.3336 0.7961 0.4485 0.2430 178.10 0.11%
(10, 10) (100, 100) 2.0796 1.3350 0.7974 0.4496 0.2439 22.39 0.26%
(10, 10) (3200, 100) 2.0790 1.3344 0.7968 0.4490 0.2433 190.51 0.13%
(40, 10) (100, 100) 2.0791 1.3344 0.7968 0.4491 0.2436 353.51 0.17%
(40, 10) (3200, 100) 2.0785 1.3338 0.7962 0.4485 0.2430 514.43 0.04%
(20, 20) (100, 100) 2.0792 1.3346 0.7969 0.4492 0.2437 308.16 0.20%
(20, 20) (3200, 100) 2.0786 1.3340 0.7963 0.4486 0.2431 463.24 0.06%
(40, 20) (100, 100) 2.0791 1.3344 0.7968 0.4491 0.2436 1.387.85 0.17%
(40, 20) (3200, 100) 2.0785 1.3338 0.7962 0.4485 0.2430 1.543.09 0.04%
FPI-GPU 5,5) (100, 100) 2.0802 1.3361 0.7986 0.4505 0.2446 0.37 0.44%
5,5) (3200, 100) 2.0796 1.3355 0.7980 0.4499 0.2440 4.28 0.30%
(20, 5) (3200, 100) 2.0780 1.3336 0.7961 0.4485 0.2430 5.74 0.05%
(10, 10) (3200, 100) 2.0790 1.3344 0.7968 0.4490 0.2433 5.79 0.13%
(40, 10) (3200, 100) 2.0785 1.3338 0.7962 0.4485 0.2430 28.85 0.04%
(100, 10) (3200, 100) 2.0785 1.3337 0.7961 0.4484 0.2429 158.75 0.02%
(20, 20) (3200, 100) 2.0786 1.3340 0.7963 0.4486 0.2431 29.99 0.06%
(40, 20) (3200, 100) 2.0785 1.3338 0.7962 0.4485 0.2430 107.55 0.04%
(60, 20) (3200, 100) 2.0785 1.3338 0.7961 0.4484 0.2429 23427 0.03%
(80, 20) (3200, 100) 2.0785 1.3338 0.7961 0.4484 0.2429 419.95 0.03%
(100, 20) (3200, 100) 2.0785 1.3337 0.7961 0.4484 0.2429 651.64 0.02%

True Value 2.0784 1.3336 0.7960 0.4483 0.2428

Note — The table reports American put prices and performance statistics for numerical meth-
ods under the Heston’s stochastic volatility option pricing model. FPI was implemented using
an adaptive integration method based on the Gauss-Kronrod quadrature. Column (2) reports
the grid size used for each method. For PSOR, CS and TP, grid size refers to (ns,, ny,, nr),
as these methods calculate put option prices for each initial stock price Sy and variance vg
at a defined time to maturity 7' = 0.25, whereas for the FPI method we refer to the early
exercise policy grid size defined by (n.,n,), as this method calculates an option price given
So and v by solving the optimal exercise policy S¢(7,v). Column (3) reports the number of
discretization points for 7 and v on the policy grid used in the last step of FPI, as this method
uses spline algorithms to improve the calculation of put prices. Columns (4) to (8) report put
prices for each initial stock price and vg = 0.25. Column (9) reports time in seconds and
column (10) refers to the root mean square error. True value makes reference to the put prices
used by Ikonen & Toivanen (2007b) as benchmarks. K =10, T = 3 months, r = 0.1 per annum,
k=>5,0=0.16,0 =0.9,and p = 0.1.
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Table VIII — American Put Prices and Performance Statistics for the combined TP and FPI

Option Pricing Method under The Heston Model for vg = 0.0625

So

Method Grid Size 8 9 10 11 12 Time (s) RMSE
TP-FPI-CPU (40,16,8) - (5,5) 2.0000 1.0928 0.4956 0.2038 0.0836 3.05 3.13%
(60,32,66) - (5,5) 2.0000 1.1006 0.5120 0.2091 0.0807 348 1.41%
(120,64,130) - (5,5) 2.0000 1.1037 0.5154 0.2105 0.0806 701 1.12%
(240,128,258) - (5,5) 2.0000 1.1045 0.5160 0.2106 0.0803 3203 121%
(480,256,520) - (5,5) 2.0000 1.1048 0.5161 0.2106 0.0802 280.96 1.24%
(40,16,8) - (20,20) 2.0000 1.0934 0.4959 0.2039 0.0837 290.52  3.10%
(60,32,66) - (20,20) 2.0000 1.1021 0.5135 0.2101 0.0813 290.96 1.05%
(120,64,130) - (20,20)  2.0000 1.1054 0.5174 0.2120 0.0814 294.55 0.55%
(240,128,258) - (20,20)  2.0000 1.1064 0.5185 0.2125 0.0814 318.33  0.47%
(480,256,520) - (20,20)  2.0000 1.1068 0.5188 0.2127 0.0814 507.60 0.42%
(40,16,8) - (100,10) 2.0000 1.0934 0.4959 0.2039 0.0837 2.111.93 3.10%
(60,32,66) - (100,10) 2.0000 1.1022 0.5137 0.2102 0.0813 2.112.25 1.02%
(120,64,130) - (100,10)  2.0000 1.1056 0.5177 0.2122 0.0815 2.11551 047%
(240,128,258) - (100,10)  2.0000 1.1067 0.5188 0.2127 0.0815 2.136.21 0.36%
(480,256,520) - (100,10) 2.0000 1.1071 0.5193 0.2130 0.0816 2.310.21 0.28%
TP-FPI-GPU (40,16,8) - (5,5) 2.0000 1.0928 0.4956 0.2038 0.0836 044 3.13%
(60,32,66) - (5,5) 2.0000 1.1006 0.5120 0.2091 0.0807 0.87 141%
(120,64,130) - (5,5) 2.0000 1.1037 0.5154 0.2105 0.0806 439  1.12%
(240,128,258) - (5.,5) 2.0000 1.1045 0.5160 0.2106 0.0803 2941 121%
(480,256,520) - (5,5) 2.0000 1.1048 0.5161 0.2106 0.0802 278.34  1.24%
(40,16,8) - (20,20) 2.0000 1.0934 0.4959 0.2039 0.0837 25.83  3.10%
(60,32,66) - (20,20) 2.0000 1.1021 0.5135 0.2101 0.0813 2627 1.05%
(120,64,130) - (20,20)  2.0000 1.1054 0.5174 0.2120 0.0814 29.86 0.55%
(240,128,258) - (20,20)  2.0000 1.1064 0.5185 0.2125 0.0814 53.65 0.47%
(480,256,520) - (20,20)  2.0000 1.1068 0.5188 0.2127 0.0814 24292 0.42%
(40,16,8) - (100,10) 2.0000 1.0934 0.4959 0.2039 0.0837 153.83  3.10%
(60,32,66) - (100,10) 2.0000 1.1022 0.5137 0.2102 0.0813 154.16 1.02%
(120,64,130) - (100,10)  2.0000 1.1056 0.5177 0.2122 0.0815 15742 0.47%
(240,128,258) - (100,10)  2.0000 1.1067 0.5188 0.2127 0.0815 17812 0.36%
(480,256,520) - (100,10) 2.0000 1.1071 0.5193 0.2130 0.0816 352.12  0.28%

True Value 2.0000 1.1076 0.5200 0.2137 0.0820

Note — The table reports American put prices and performance statistics for the TP-FPI
method under the Heston’s stochastic volatility option pricing model. TP-FPI-CPU and TP-
FPI-GPU are the CPU and GPU based implementations. Column (2) reports the grid size used
in each calculation. Grid size refers to (ns,, ny,, nr) and (n.,n,) grids, as this combined
method calculates put option prices for each initial stock price Sy and variance vy at a defined
time to maturity 7" = 0.25, based on the optimal early exercise policy S.(7,v). Columns (3)
to (7) report put prices for each initial stock price and vy = 0.0625. Column (9) reports time
in seconds and column (10) refers to the root mean square error. True value makes reference
to the put prices used by Ikonen & Toivanen (2007b) as benchmarks. Strike price K = 10,
time-to-maturity T = 3 months, risk-free rate of interest r = 0.1 per annum, mean rate of re-
version x = 5, long-term mean variance 6 = 0.16, volatility of the volatility process ¢ = 0.9,
and correlation p = 0.1.
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Table IX — American Put Prices and Performance Statistics for the combined TP and FPI
Option Pricing Method under The Heston Model for vy = 0.25

So
Method Grid Size 8 9 10 11 12 Time (s) RMSE
TP-FPI-CPU (40,16,8) - (5,5) 2.0670 13123 0.7710 0.4288 0.2322 1.99  3.18%
(60,32,66) - (5,5) 2.0741 1.3268 0.7886 0.4423 0.2390 242 1.03%
(120,64,130) - (5,5) 2.0759 13295 0.7912 0.4441 0.2398 594  0.75%

(240,128,258) - (5,5) 2.0764 1.3301 0.7918 0.4444 0.2398 3096 0.72%
(480,256,520) - (5,5) 2.0766 1.3303 0.7919 0.4445 0.2398 279.89  0.72%
(40,16,8) - (20,20) 2.0671 13125 0.7713 0.4290 0.2324 306.39  3.14%
(60,32,66) - (20,20) 2.0752 1.3285 0.7903 0.4438 0.2402 306.83 0.75%
(120,64,130) - (20,200  2.0771 1.3315 0.7935 0.4462 0.2414 31042  0.37%
(240,128,258) - (20,20)  2.0777 1.3324 0.7945 0.4469 0.2418 33421 0.26%
(480,256,520) - (20,20)  2.0779 1.3327 0.7948 0.4472 0.2419 52347 0.21%
(40,16,8) - (100,10) 2.0671 1.3125 0.7713 0.4290 0.2324 2.133.14 3.14%
(60,32,66) - (100,10) 2.0753 1.3286 0.7904 0.4439 0.2403 2.133.46 0.73%
(120,64,130) - (100,10)  2.0772 1.3317 0.7938 0.4464 0.2416 2.136.73 0.32%
(240,128,258) - (100,10)  2.0778 1.3327 0.7949 0.4473 0.2420 2.157.42 0.19%
(480,256,520) - (100,10) 2.0781 1.3331 0.7953 0.4476 0.2423 233142 0.13%

TP-FPI-GPU (40,16,8) - (5,5) 2.0670 13123 0.7710 0.4288 0.2322 042 3.18%
(60,32,66) - (5,5) 2.0741 1.3268 0.7886 0.4423 0.2390 0.85 1.03%
(120,64,130) - (5,5) 2.0759 1.3295 0.7912 0.4441 0.2398 438 0.75%

(240,128,258) - (5.,5) 2.0764 1.3301 0.7918 0.4444 0.2398 29.40 0.72%
(480,256,520) - (5,5) 2.0766 1.3303 0.7919 0.4445 0.2398 278.33  0.72%
(40,16,8) - (20,20) 2.0671 1.3125 0.7713 0.4290 0.2324 26.11 3.14%
(60,32,66) - (20,20) 2.0752 13285 0.7903 0.4438 0.2402 26.54  0.75%
(120,64,130) - (20,200  2.0771 1.3315 0.7935 0.4462 0.2414 30.13  0.37%
(240,128,258) - (20,20)  2.0777 1.3324 0.7945 0.4469 0.2418 53.92 0.26%
(480,256,520) - (20,20)  2.0779 1.3327 0.7948 0.4472 0.2419 243.19 0.21%
(40,16,8) - (100,10) 2.0671 13125 0.7713 0.4290 0.2324 15498 3.14%
(60,32,66) - (100,10) 2.0753 1.3286 0.7904 0.4439 0.2403 155.31 0.73%
(120,64,130) - (100,10)  2.0772 1.3317 0.7938 0.4464 0.2416 158.57 0.32%
(240,128,258) - (100,10)  2.0778 1.3327 0.7949 0.4473 0.2420 179.26  0.19%
(480,256,520) - (100,10) 2.0781 1.3331 0.7953 0.4476 0.2423 353.27 0.13%

True Value 2.0784 1.3336 0.7960 0.4483 0.2428

Note — The table reports American put prices and performance statistics for the TP-FPI
method under the Heston’s stochastic volatility option pricing model. TP-FPI-CPU and TP-
FPI-GPU are the CPU and GPU based implementations. Column (2) reports the grid size used
in each calculation. Grid size refers to (ns,, ny,, nr) and (n.,n,) grids, as this combined
method calculates put option prices for each initial stock price Sy and variance vy at a defined
time to maturity 7" = 0.25, based on the optimal early exercise policy S.(7,v). Columns (3)
to (7) report put prices for each initial stock price and vg = 0.25. Column (9) reports time in
seconds and column (10) refers to the root mean square error. True value makes reference to
the put prices used by Ikonen & Toivanen (2007b) as benchmarks. Strike price K = 10, time-
to-maturity T = 3 months, risk-free rate of interest r = 0.1 per annum, mean rate of reversion
k = b, long-term mean variance # = (.16, volatility of the volatility process ¢ = 0.9, and
correlation p = 0.1.
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