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RESUMEN

En este trabajo se estudia el desempeño de un sensor de frente de onda piramidal para
la medición de las distorsiones del frente de onda utilizando como guı́a una estrella láser
(LGS) en telescopios con diametros entre 8 y 40 m. Usando una caja de herramientas de
código abierto para Matlab llamada OOMAO se estudiaron ganancias ópticas, linealidad,
rango dinámico, sensibilidad y funcionamiento en lazo cerrado de un PWFS y luego se
comparó el rendimiento entre una estrella guı́a natural (NGS) y un LGS. Los resultados
indican que para una LGS es posible actualizar la matriz de interacción para optimizar el
reconstructor a la estructura dinámica de la capa de sodio, pero la caı́da de sensibilidad
en la LGS puede generar el mismo efecto en SNR que bajar el brillo de una NGS hasta
5 magnitudes. Finalmente, se muestra que es posible cerrar el lazo de control en una
LGS con una calibración completa empleando una fuente puntual (como un simulador de
telescopio), pero la caı́da en la sensibilidad necesitarı́a una LGS brillante, lo que podrı́a
no ser factible en la realidad.

Esto sugiere que el sensor de frente de onda piramidal no serı́a adecuado para la medición
de las distorsiones del frente de onda usando LGS para los nuevos telescopios extremada-
mente grandes.

Palabras clave: AO, óptica adaptativa, sensor de frente de onda, sensor de frente de onda
piramidal, LGS.
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ABSTRACT

In this work, the performance of a pyramid wavefront sensor for laser guide star (LGS)
wavefront sensing is studied for telescopes with diameters between 8 and 40 m. Using an
open source toolbox for Matlab called OOMAO, optical gains, linearity, dynamic range,
sensitivity, and closed-loop operation of a PWFS were studied, and then compared the
performance between a natural guide star (NGS) source and a LGS. The results indicate
that for a LGS, it is possible to update the interaction matrix to optimize the reconstructor
for the structure of the sodium layer, but the sensitivity drop in the LGS may generate the
same effect in SNR than to lower the brightness of an NGS up to 5 magnitudes. Finally,
it is shown that it is possible to close the loop on a LGS with a complete point source
calibration for the telescope, but the drop in sensitivity would need a bright LGS, which
might not be feasible in reality.

This suggests that the pyramid wavefront sensor would not be suitable for LGS wavefront
sensing for the new extremely large telescopes.

Key words: AO, adaptive optics, wavefront sensor, pyramid wavefront sensor, LGS.
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NOTATION AND SYMBOLOGY

Definition
AO Adaptive optics
WFS Wavefront sensor
DM Deformable mirror
SH Shack-Harmann
PWFS Pyramid wavefront sensor
RMS Root mean square
NGS Natural guide star
LGS Laser guide star
PSC Point source calibration
ESC Elongated source calibration
λ Observed wavelength
k Wavenumber
δθ Amplitude of modulation
ϕ phase of electromagnetic field
D Diameter of telescope
Φ Orthonormal basis matrix
A Orthonormal basis mode amplitudes vector
Ip Pupil indicator function
⟨x⟩ Expected value of random variable x
IMat Interaction matrix
N Size of matrix (N× N)
R Reconstruction matrix
ψ Electromagnetic field function
ψ′ Electromagnetic field function propagated once
ψ′′ Electromagnetic field function propagated twice
∆z Distance of propagation
(xp, yp) coordinates in the pupil plane
(xi, yi) coordinates in the image plane
(xd, yd) coordinates in the detector plane
F [(fx, fy), (x, y)]{} Fourier transform from (x,y) coordinates to (fx, fy)
r0 Fried parameter
V Signal of the PWFS
σ() Standard deviation function
σϕ Standard deviation of ϕ
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1. INTRODUCTION

1.1 Description of an adaptive optics system

Adative optics (AO) is a technique that allows the correction of phase aberrations of in-
coming wavefronts from astronomical objects, produced by turbulent layers in the atmo-
sphere. Using one or more stars, the AO system is capable of measuring the phase dis-
tortions using a wavefront sensor and correct it using a deformable mirror (Babcock,
1953). Figure 1.1 shows a classical scheme of the application of an AO loop.

Figure 1.1: Classic scheme of AO system. (Credit Tyson (2000))
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Figure 1.2: Example of an AO system in use. Left panel: image of Neptune with AO; right panel:
no AO. (Credits: ESO)

A classic AO system is built using tree main components: a deformable mirror, a wave-
front sensor and a control computer.

1.1.1 Deformable mirror

A deformable mirror (DM) is capable of modifying its reflective surface, which allows
it to correct phase distortions of the incoming wavefront. This deformation is achieved
through the use of actuators, which move a section of the mirror up or down. There are
mainly two types of DMs: segmented surface and continuous surface (see figure 1.3). The
former has advantages such as the independence of the segments and a precise control of
the shape of the mirror. One of the disadvantages is that due to the segmentation there
are sharp edges, which generates light losses due to diffraction effects. The latter has
advantages such as a smooth surface that minimizes diffraction losses. A disadvantage is
that there is coupling between the actuators. As an example, figure 1.4 shows a diagram
of a DM correcting a distorted wavefront.
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Figure 1.3: Types of deformable mirrors. Left panel: a deformable mirror with a segmented
surface; right panel: a continuous mirror. (Credits Park (2018)).

Figure 1.4: Working principle of a DM. The distorted incoming wavefront is corrected by the DM
and the corrected wavefront follows its way to the rest of the AO system

Besides the type of surface, another important parameter for the deformable mirror is
the number of actuators. A greater number of actuators means having a better spatial
resolution to be able to correct phase errors, but it also means controlling a greater number
of objects, which increases the computational demand and therefore the time necessary to
process the information. For this work, a 21 × 21 Cartesian grid of actuators is used in a
continuous surface DM.



4

1.1.2 Wavefront sensor

The wavefront sensor (WFS) is responsible for measuring the phase distortions of the
wavefront. It consists of an optical element (a grid of lenses for a Shack-Hartmann type
sensor, a glass pyramid for a pyramid type sensor) followed by a detector. Usually, the
optical element allows transforming the phase distortions into an intensity signal that is
then measured with the detector.

A wavefront sensor has the following fundamental characteristics:

• Amount of subapertures: Entrance pupil samples for wavefront measurement.

• Sensor type: The sensors can be subdivided into three categories depending on the
relationship between the measurement and the phase of the wavefront: 1) direct,
that is, it directly measures the phase, 2) gradient or slope, which measures the
first spatial derivative of the phase and 3) curvature, which measures the second
derivative of the phase of the wavefront.

1.1.2.1 Shack-Hartmann (SH) wavefront sensor

The SH sensor is currently the most widely used and works using an array of lenses,
which produce images of the guide star. The difference in the position of neighbouring
spots provides the local gradient of the wavefront, so the signal obtained is related to the
derivative of the wavefront. For this reason the SH falls into the category of gradient
sensors. Figure 1.5 shows a diagram of the SH wavefront sensor.
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Figure 1.5: Working principle of the SH WFS. The distorted wavefront goes through the lenslet
array and the local gradient of the wavefront is encoded in the position of each of the images of
the guide star in the detector

To do a position measurement, the simplest way is to use a four pixel array. The signal
level in each of them is compared to determine the centroid of the star. Let Ii be the
intensity registered in the pixel Si of size dpix, represented in the figure 1.6. The center of
the star (xc, yc) at each subaperture can be approximated by

xc =
dpix
2

I2 + I4 − (I1 + I3)

I1 + I2 + I3 + I4

yc =
dpix
2

I1 + I2 − (I3 + I4)

I1 + I2 + I3 + I4

(1.1)
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Figure 1.6: Left panel: the image of an off-center star (gray circle) in an array of four pixels.
Each pixel is denoted as Si. Right panel: the intensity recorded by each pixel on a gray scale

Then, the local gradient of the wavefront will be proportional to the position of the center
of the star. The constant of proportionality will be a function of the size of the pixels
and the optics used. This measurement is made in parallel for the entire wavefront. The
portion of the entrance pupil that each lens measures is called the subaperture. Figure 1.7
shows what a wavefront measurement looks like using an SH sensor.

Figure 1.7: Measurement of a wavefront using an SH sensor (Credits Tyson (2000)).
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As can be seen in figure 1.6, if the star falls on only one or two of the quadrants, then
the sensor saturates (that is, there are no changes in intensity even when the star changes
its position) and stops measuring. If the image of the star has a shape other than a circle
(an ellipse for example) or is a resolved object (binary system, planet), the structure can
interfere with the measurement, so in the case that you want to determine the center of
the star more precisely or increase the dynamic range of the instrument, it is necessary to
increase the number of pixels that are used to sample the image.

Once built, the SH sensor has fixed pupil sampling (subapertures), sensitivity, and dy-
namic range, as these depend on the physical parameters of the lens array and detector
used.

1.1.2.2 Pyramid wavefront sensor (PWFS)

The pyramid wavefront sensor was proposed by Ragazzoni (1996). This sensor works on
the same basic principle as the Foucault optical test (knife-edge test), where wavefront
phase aberrations cause light rays to take different paths than the case without aberration.
Then, by incorporating some kind of filter in the image plane, this path difference can be
transformed into an intensity signal. An example of this optical test can be seen in the
figure 1.8, where the phase aberration is transformed by a filter into an intensity signal in
the image of the pupil.
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Figure 1.8: Foucault optical test example. In this case, the filter used is a knife blade that blocks
light rays that take different paths due to aberrations. The figure shows three cases with knives in
different positions on the left and on the right the image of the pupil obtained (Credits Malacara
(2007)).

The pyramid sensor uses a glass pyramid with at least three faces to achieve a similar
effect as the Foucault test. In the case of this investigation, a four-sided pyramid will be
used, but it is possible to use other numbers, as shown in Fauvarque et al. (2017). Unlike
the optical knife test, the pyramid does not block part of the light, but generates several
images of the entrance pupil with different intensity patterns, thus reducing the loss of
light. Figures 1.9 and 1.10 show the pyramidal sensor operation for some common types
of aberrations.

Figure 1.9: Pyramid type wavefront sensor operation. The beam of light hits the pyramid with
varying degrees of focus aberration. Light is refracted in the pyramid and then continues its journey
until it reaches the detector, which receives images of the entrance pupil with different illumination
patterns. Left panel: Negative focus; middle panel: No distortion; right panel: Positive focus
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Figure 1.10: Pyramid type wavefront sensor operation. The beam of light hits the pyramid
with different degrees of aberration of tip (left image) and tilt (right image) and the images of the
entrance pupil show different illumination patterns.

As can be seen in the figure 1.10, when the image of the star is no longer centered, the light
no longer interacts with two or even three of the four faces of the pyramid, so the sensor
saturates. This is why a spatial modulation is introduced, which makes the image of the
star travel through the pyramid, while the detector is integrating. This can be achieved, for
example, with a tip & tilt mirror. Figure 1.11 shows what it looks like with and without
modulation.

Figure 1.11: Images of the pyramid represented in grayscale, with an off-center star. Left panel:
case without modulation, where the star (white point) falls on only one of the faces of the pyramid;
right panel case with spatial modulation, where the white circle corresponds to the trajectory of the
star above the pyramid.
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As in the image on the right of the figure 1.11 the star passes through all the faces, then the
sensor can continue to measure phase aberrations. This means that modulation increases
the dynamic range of the instrument. Mathematically, this relationship can be understood
as that the pyramid is able to measure phase distortions when the amplitude of the modu-
lation angle, δθ, is greater than the magnitude of the gradient of the wavefront at a given
point (Riccardi et al., 1998), that is

δθ >

∣∣∣∣∂ϕ∂x(P )
∣∣∣∣ (1.2)

By varying the modulation amplitude it is possible to adjust the sensitivity and dynamic
range of the sensor. In addition, using a pair of lenses after the pyramid it is possible to
change the sampling of the pupil by changing the size of its image in the detector. These
features give the pyramid sensor flexibility; these parameters can be optimized for seeing

conditions in real time.

The signal delivered by a PWFS can be obtained two ways: using slopes measurements
or using the intensity maps.

Slopes measurements are obtained in a similar way to the SH sensor, but this time each
of the four pixels is located in a different pupil, in the same relative position, as seen in
figure 1.12. Each of these groups of four pixels corresponds to a subaperture. The total
number of subapertures is given by the number of pixels in an image of the entrance pupil.
Let Ii be the intensity of pixel Si. The signal of each subaperture is obtained as

Vx =
1

δθ

I2 + I4 − (I1 + I3)

I1 + I2 + I3 + I4

Vy =
1

δθ

I1 + I2 − (I3 + I4)

I1 + I2 + I3 + I4

(1.3)
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Figure 1.12: Left panel: the four images of the entrance pupil are observed with different inten-
sities due to a tip aberration; right panel: the four pixels with the same relative position in each
pupil, with the intensities recorded in gray scale.

Intesity maps are obtained using a return to reference operation (Fauvarque et al., 2017),
represented in figure 1.13. Let I0 be the normalized intensity detected in the detector when
no aberration is present (Right image in figure 1.13), I(ϕ) the intensity detected when a
phase ϕ is introduced and Nph the number of photons in the image. The meta intensity is
defined as

∆I(ϕ) = I(ϕ)/Nph − I0 (1.4)

Figure 1.13: Diagram of the return to reference operation.

This meta intensity is vectorized using a mask with the shape four pupils (see figure 1.14)
and recorded as the signal delivered by the sensor.
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Figure 1.14: Mask used to extract the data from the meta intensity.

The intensity maps offer more flexibility when choosing the shape of the pyramid. As
Fauvarque et al. (2017) showed, with this method it is possible to use different number of
faces (3, 4, 6 or even ∞ as in a cone shape pyramid), pupils that overlap and interfere with
each other, and use other kinds of Fourier filters, allowing room for optimization that was
not possible with the slopes measurements. For this work, the intensity maps will be used
as the signal produced by the PWFS.

Vérinaud (2004) demonstrated that the PWFS had a dual behavior. For low spatial fre-
quencies (f < δθ/λ, with λ the observed wavelength) it behaves like a gradient sensor,
since its sensitivity increases proportionally with the spatial frequency. In this range, con-
sidering a telescope of diameterD and an angular amplitude modulation δθ, the pyramidal
sensor has a sensitivity gain of λ/(2Dδθ) with respect to the SH sensor. For high spatial
frequencies (f > δθ/λ), its behavior is similar to that of a direct phase sensor, since its
sensitivity remains constant, independently of the spatial frequency. As the sensitivity of
the SH sensor continues to increase, the intersection point is at frequency f = 1/(2D).
For higher frequencies the SH sensor is more sensitive. Figure 1.15 shows a plot of this
behaviour
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Figure 1.15: Sensitivity versus spatial frequency for PWFS and SH WFS. Here α is the
modulation amplitude and d the telescope diameter (Credits Vérinaud (2004)).

1.1.3 Control computer

The control computer is in charge of recording the information delivered by the wavefront
sensor, processing it, and sending the necessary commands to the deformable mirror in
order to correct the wavefront. Due to discretization, this computer has to be able to
evaluate matrix operations as quickly as possible, which is why the use of FPGAs and
GPUs is common.

1.2 Atmospheric turbulence

The light from astronomical objects that reaches Earth travels practically unimpeded or
distorted for up to millions of years and in the last fraction of millisecond, as it passes
through Earth’s atmosphere, the wavefront shape is distorted by the turbulent layers. This
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means that when taking an image, most of the high spatial frequencies get washed out.
This impacts for example, the study of compact star clusters and exoplanet detection by
direct imaging.

1.2.1 Physical and statistical description of turbulence

The physical description of the dynamics of the atmosphere was described by Kolmogorov
(1941) and later improved by von Kármán (1948). The atmosphere is modeled as having
air packages at different temperatures, which mix through convection processes, generat-
ing turbulence. The distortions start as large convective cells high up in the atmosphere
with a size of the order of tens of meters, known as the outer scale (L0). Because these
cells are unstable, they decrease in size as they travel, until they reach a size of a few
millimeters, known as the inner scale (l0), and then dissipate due to viscosity effects. This
process generates temperature gradients, which have effects on the refractive index of the
air. These changes in the refractive index are what generate the phase distortions of the
wavefront.

Due to the random nature of the process, it is helpful to use a statistical description of the
process. A structure function is defined for each layer of the atmosphere as follows

Dn(r, r’) =
〈
[n(r’)− n(r’ + r)]2

〉
(1.5)

with r y r’ spatial coordinates in the plane at a given height and ⟨x⟩ the expected value of
a random variable x. This function provides information about the spatial correlation that
exists on the plane and therefore the level of distortion. If a stationary process is assumed,
then it can be found that the correlation will only be a function of the distance and not
of the direction (|r| → r) nor of the variable r’ (Oboukhov, 1962). With this, a structure
function is obtained as follows

Dn(r, h) = C2
n(h)r

5/3 (1.6)

with Cn the structure constant of the refractive index, which characterizes the turbulence’s
force at each altitude.
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1.2.2 Effect on the wavefront phase

As the wavefront passes through the atmosphere, different parts of it encounter different
layers with varying index of refraction. The effect on the phase can be found using the
following formula

ϕ(r, θ, h) = −2π

λ

∫ h

∞
[n(r, θ, h′)− 1] dh′ (1.7)

Combining expression 1.7 with the statistical nature of the atmosphere, Tatarskii (1961)
found that the structure function of the phase can be expressed as

Dϕ(r) = 6.88

(
r

r0

)5/3

(1.8)

with r0 Fried’s parameter (Fried, 1966), which allows the estimation of the force of the
turbulence along a column of air. It can be obtained as follows

r0 =

(
0.423

4π2

λ2
sec γ

∫ ∞

0

C2
n(h) dh

)−3/5

(1.9)

with γ the zenith angle. This parameter is useful when describing the condition of the
atmosphere, as it has the following interpretations:

• r0 defines the diameter of the primary mirror of a telescope for which the modulation
transfer functions of the telescope and the atmosphere are equal.

• r0 is the distance on the primary mirror of a telescope for which the phase correlation
has decreased by a factor 1/e.

• (D/r0)
2 is approximately the number of degrees of freedom to be controlled / cor-

rected by a AO system to recover the diffraction limit.

Using the Kolmogorov model it is possible to obtain a power spectral density (PSD) func-
tion for the phase introduced by the atmosphere

Cϕ(f) = 0.023 r
−5/3
0 f−11/3 (1.10)
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The problem with this PSD is that it diverges at spatial frequency f → 0. This is why von
Kármán (1948) introduced the outer and inner scales, arriving at

Cϕ(f) = 0.023 r
−5/3
0

e−(f/fm)2

(f 2 + f 2
0 )

11/6
(1.11)

with fm = 5.92/(2πl0) the internal scale frequency and f0 = 1/L0 the external scale
frequency.

1.2.3 Effect of the turbulence on image formation

Using diffraction theory, it is possible to obtain an expected shape for the point spread
function (PSF) for a circular telescope of diameter D as

PSF (θ) = I0

(
2J1(x)

x

)2

(1.12)

with x = kDθ
2

, θ being the angle of observation. Using expresion 1.12, it is possible
to define Rayleigh’s criterion for resolution, which implies that two point objects can be
distinguished from one another if the peak of one object’s PSF is at least further away than
the first zero of the other object’s PSF. Mathematically, the resolution can be found as

∆θ = 1.22
λ

D
(1.13)

When the light passes through the atmosphere, the turbulence limits the optical transfer
function so that the maximum equivalent diameter of a telescope is r0, therefore the reso-
lution is limited to

∆θatm = 1.22
λ

r0
(1.14)

As r0 ranges from a few centimeters in poor sky condition to a few tens of centimeters
at the best observatories (at 500 nm wavelength observations), a 40 m telescope has it’s
resolution worsen by a factor of at least 200. Figure 1.16 shows an example of the effect
of the atmosphere in short and long exposures.
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Figure 1.16: Left panel: image of a star without atmospheric turbulence with FWHM =
λ
D

; middle panel: a short exposure of a star with turbulence. The speckles in the image
have a size comparable to that of the star; Right panel: a long exposure of a star with
turbulence with FWHM ≈ λ

r0
.

1.3 Modal representation of the wavefront

Due to the geometry of the optical elements, it is convenient to use an orthogonal base that
allows us to represent a circular surface with only the associated modal coefficients. In a
similar way to the Fourier base in rectangular space, Zernike (Zernike, 1934) or Karhunen-
Loeve (Dai, 1995) basis allows any circular surface to be decomposed as an infinite sum
of orthogonal basis.

Let ϕ(r, θ) be any surface in polar coordinates and ϕj an orthogonal basis over the unit
circle. Its modal expansion over a circle of radius R is

ϕ(r, θ) =
∑
j

ajϕj(r/R, θ) (1.15)

The coefficients aj can be obtained using the orthogonality relation as

aj =

∫
R2

dr2w(r/R)ϕj(r/R, θ)ϕ(r, θ) (1.16)

with w(r) a weighing function defined in the unit circle.

When working with a finite number of samples discretizing the entrance pupil, this ex-
pression can be denoted in a matrix way as
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ϕ = ΦA (1.17)

where ϕ is the vector corresponding to the surface values, Φ is a matrix where each column
corresponds to a discretized orthogonal mode and A is the vector of coefficients of the
decomposition. The maximum number of columns that the Φ matrix has is limited by
the number of samples of the entrance pupil. This means that when discretizing, the
modal representation corresponds only to an approximation of the original surface. This
approximation tends to the original when the number of modes tends to infinity, but this
means that the number of samples tends to infinity, so we are again in the continuous case.
Figure 1.17 shows an example of the use of Zernike modes. In this case, an attempt is
made to approximate the original image denoted by a letter ”F” using different amounts
of modes.

Figure 1.17: The original figure is on the left and shows a letter ” F ”. Then from left to right are
images of the approximation using 50, 200 and 500 Zernike modes respectively.

Using only a few modes to approximate the original image loses most of the information.
Then, if you increase the number of modes used, you begin to have a general idea of
what was originally. Finally, when you use even more modes you can notice a better
approximation to the original. The high-frequency components of the original image,
such as corners or edges, are not well represented, which can be explained by the Nyquist
sampling theorem (Nyquist, 1928).

1.3.1 Zernike basis

Zernike bases or polynomials (Zernike, 1934), usually denoted as Zj(r, θ) with r and θ
the polar coordinates, comply with the following orthogonality relation
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∫
R2

dr2w(r)Zj(r)Zk(r) = δjk (1.18)

with δjk Kronecker’s delta and

w(r) =

1/π r ≤ 1

0 r > 1

where the index j of the polynomials is indicates an arbitrary ordering of the polynomials,
so different works may have different conventions. Noll (1976) arranged them so that the
even j ’s correspond to symmetric modes, defined by cosmθ and the odd ones to anti-
symmetric modes, defined by sinmθ. The ordering is done in such a way that, in general,
increasing j increases the radial order and the azimuth frequency. This will be the ordering
used in this work.

Following Noll (1976), Zernike bases or polynomials are generally expressed in their polar
form and have the following expressions

Zj even, m̸=0 =
√
n+ 1Rm

n (r)
√
2 cos mθ

Zj odd, m̸=0 =
√
n+ 1Rm

n (r)
√
2 sin mθ

Zj,m=0 =
√
n+ 1R0

n(r),

(1.19)

with

Rm
r (r) =

(n−m)/2∑
s=0

(−1)s(n− s)!

s![(n+m)/2− s]![(n−m)/2− s]!
rn−2s (1.20)

The values of n and m are always integers and comply with |m| ≤ n & n − |m| even.
Figure 1.18 shows the first ten Zernike polynomials.
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Figure 1.18: First ten Zernike polynomials arranged vertically by radial order and horizontally by
azimuthal order

Zernike polynomials are sometimes not the best basis to be used due to the following
inconveniences:

• Orthogonality is lost with central obstructions or spiders used to hold the secondary
mirror.

• As the order increases, the energy of each mode tends to concentrate only in the
edges.

• The order of the basis is arbitrary and does not correlate perfectly with an increase
in spatial frequency.

• The covariance matrix of the Zernike polynomials is not diagonal, which means that
the modes are not statistically independent (Dai, 1995). Statistical independence is
a requirement due to the random nature of atmospheric distortions.
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1.3.2 Karhunen-Loeve (KL) basis

Any orthogonal basis in which the modes are statistically independent is called a KL basis
(Dai, 1995).

This basis is constructed using the spatial covariance matrix of the phase in the pupil. Let
r and r’ be points in the aperture, and ϕ the phase in the pupil which follow Kolmogorov
statistics. The covariance matrix is obtained as

Covϕ(r, r’) = ⟨Ip(r)ϕ(r)Ip(r’)ϕ(r’)⟩ (1.21)

where Ip is an aperture function and ⟨x⟩ the expected value of a random variable x. The KL
modes are obtained by first computing a Zernike covariance matrix over the atmospheric
turbulence (refer to equations 3.13 and 3.14 in Roddier (1999)). Then this matrix can be
diagonalized, and its eigen-vectors are the KL modes (Roddier, 1999).

Using this, it is possible to mitigate most of the inconveniences of the Zernike basis. Due
to it’s construction, it takes into account the shape of the entrance pupil, therefore it is
possible to work with obstructions. As the number of the mode increases, the spatial
frequencies also increases. For all the modes, energy is roughly spread through out the
whole area of the pupil. Figure 1.19 shows examples for some of the KL modes for a
circular pupil.



22

Figure 1.19: Examples of KL modes for a circular pupil

As it can be seen in figure 1.19, the first modes for the KL basis are similar to those of the
Zernike basis (figure 1.18), but as the order increases they differ in energy distribution,
making it better distributed through the pupil area. This effect, together with statisti-
cal independence, allows for better levels of approximation (and AO correction) than the
Zernike basis for the same number of modes used.

1.4 Wavefront Reconstruction and Interaction Matrix

When you have the wavefront sensor measurements, it is necessary to process the infor-
mation to be able to recreate the wavefront, and in this way to be able to send the relevant
commands to the deformable mirror. Two ways used for this reconstruction are model
based or by means of an interaction matrix.

The model is a theoretical approach to wavefront reconstruction. In this method some
analytical expression relates the wavefront measurements to the original phase. The prob-
lem with this method is that it does not take into account aspects such as misalignments
or other effects that can interfere with the signal.
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1.4.1 Interaction Matrix

The interaction matrix (IMat) corresponds to an experimental method to calibrate the
wavefront reconstruction. The method consists of “showing” certain known aberrations to
the wavefront sensor using the DM and recording their measurements in the columns of
a matrix called the interaction matrix. In the case of this work, the push-pull technique
is used, which consists of showing the sensor each KL mode twice, the first with a pos-
itive amplitude and the second with a negative amplitude (hence the name). The vector
obtained by subtracting the signal from both cases is recorded in each column of the inter-
action matrix. The amplitude of the input mode should be as small as possible, to ensure
that the system is working in the linear regime. Figure 1.20 shows a diagram of the push
pull method for a single mode.

Figure 1.20: Graphical representation of the push pull method. The light blue curve corresponds
to the response of the wavefront sensor (phase out) given an input aberration (phase in)

Mathematically, the push-pull method for each column of the interaction matrix is ob-
tained as
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δI(ϕi) =
I(ϵϕi)− I(−ϵϕi)

2ϵNph

(1.22)

with Nph the number of photons arriving to the detector and ϵ≪ 1.

The advantage of this method is that it takes into account most of the non-idealities of
the system, which would be complex to include in a model based reconstruction. One
downside is that it takes time to calibrate, which otherwise could be used for science
observations, and can also introduce noise to the reconstruction.

1.4.2 Wavefront reconstruction

Let ϕc be the vector that represents the reconstructed wavefront, IMat the interaction
matrix, V the vector that contains all the signal delivered by the sensor and Ac the vector
of amplitudes of the KL modes of the reconstructed wavefront. Considering the inverse
process of the interaction matrix, it is possible to obtain the vector of amplitudes of the
modal decomposition of the reconstructed wavefront as

Ac = IMat† V (1.23)

Since the interaction matrix is not necessarily a square matrix, a pseudo inverse based on
singular value decomposition is used, denoted with the superscript †. Ac corresponds to the
vector of commands sent to DM. Mathematically, to reconstruct the wavefront, equation
1.17 must be used

ϕc = ΦAc (1.24)

Since we are using the KL basis, Φ’s columns are it’s modes. Combining equations 1.23
and 1.24 we get

ϕc = Φ IMat† V (1.25)

The two matrices of the equation 1.25 can be processed before the closed-loop operation,
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which returns the reconstruction matrix R

R = Φ IMat† (1.26)

So the reconstructed wavefront can be obtained by transforming the sensor signal using
the reconstruction matrix

ϕc = RV (1.27)

equation 1.27 means that the reconstruction of the wavefront can be carried out by doing
a single matrix multiplication.

The residual phase ϕres is obtained subtracting the reconstructed to the turbulent input

ϕres = ϕ− ϕc (1.28)

1.5 Closed loop operation

The adaptive optics system is a MIMO control loop, that is, it has multiple inputs (the
measurement of each subaperture of the wavefront sensor) and multiple outputs (the posi-
tion of each actuator on the deformable mirror). If the wavefront sensor is located before
the deformable mirror, then it is an open control loop, since there is no record of the cor-
rections made. If the wavefront sensor goes after the deformable mirror, then we have a
closed loop (figure 1.1).

Using a modal approach, it is possible to decouple each mode and control them indepen-
dently. This has the benefit of instead of having a MIMO system, having m parallel single
input single output (SISO) subsystems, with m the number of orthogonal modes of the
system to correct.

The simplest way of controlling an AO system is with an integrator. As the control is done
by a computer and the wavefront sensor has to take an image of a certain exposure time, a
discrete approach has to be made to understand the dynamics of the system. Let a(nT ) be
the modal command sent to the DM, with n the discrete time variable and T the period,



26

and d(nT ) the vector of modal measurements given by the WFS (residuals). For each
mode, the command sent to the DM can be a function of the commands sent in a previous
cycle and the measurements done so far

a(nT ) =

p∑
j=0

βjd((n− j)T ) +
l∑

i=1

αia((n− i)T ) (1.29)

Using the z-transform, it is possible to get the discrete transfer function

C(z) =
∑p

j=0 βj z
−1

1−
∑l

i=1 αi z−1
(1.30)

Taking into account the dynamics of the DM and WFS, we have that the DM holds its
shape for the duration of the integration time T , therefore, its zero order hold transfer
function is (Roddier, 1999)

M(s) =
1− e−sT

sT
(1.31)

The WFS integrates a continuous signal during the exposure time of the detector, and the
readout and computation times generate a delay of τ → e−sτ . Therefore, the WFS transfer
function is (Roddier, 1999)

S(s) =
1− e−sT

sT
e−sτ (1.32)

The closed loop transfer function assuming that the frequency is smaller than 1/4 of the
sampling rate, is

G(s) =

(
1− e−sT

sT

)2

e−sτC(z = esT ) ≈ e−s(T+τ)

∑p
j=0 βj e

−jsT

1−
∑l

i=1 αi e−isT
(1.33)

In a simple case, where we only take into account the previous command to the DM and
the new measurement, the transfer function is
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G(s) = e−s(T+τ) β0
1− α1e−sT

(1.34)

if τ ≈ T , meaning that the processing time takes approximately one frame to compute,
and sT ≪ 1, the transfer function can be approximated as

G(s) ≈ e−sT β0
(1− α1) + s

(1.35)

This expression corresponds to a one cycle delayed leaky integrator. A leaky integrator is
useful because it behaves similar to an integrator, but leaks over time, preventing wind ups.
The closed loop operation box diagram can be seen in figure 1.21, where g corresponds to
a gain and e(s) to any source of error in the measurement.

Figure 1.21: Closed loop operation diagram

Using the box diagram in figure 1.21 it is possible to obtain an expression for the residual
phase

ϕres(s) =
1

1 + g G(S)
ϕ(s)− g G(s)

1 + g G(S)
e(s) (1.36)

This expression will allow us to optimize the parameters of the controller, in order to
minimize the residual phase in closed loop operation.
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1.6 Error budget and Strehl ratio

The Strehl ratio (SR) is defined as the ratio between the maximum amplitude of the ob-
served star over the maximum amplitude of a diffraction limited star (Strehl, 1895). It
gives a measure of the quality of the correction. It goes from zero to one, being one a
practically perfect correction. Figure 1.22 shows a diagram of a cross-section of a PSF
with and without atmospheric distortions.

Figure 1.22: Cross sections of the PSF for a diffraction limited telescope (INo atm) and the PSF
when using AO to correct for the atmosphere (IAO).

Mathematically, the SR is computed as

SR =
IAO(0)

INo atm(0)
(1.37)

Due to the difficulty of knowing the intensity with no atmosphere, an approximation is
used (Mahajan, 1983).
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SR ≈ e−σ2
ϕ (1.38)

with σ2
ϕ the variance of the residual phase. The approximation improves as σϕ goes to zero

and underestimates the ratio for higher values of the residual.

When the AO system is in action, the variance of the residual phase can be estimated as a
sum of different sources of error (Veran et al., 1997).

σ2
ϕ = σ2

fitting + σ2
τ + σ2

nl + σ2
θ + σ2

noise (1.39)

1.6.1 Fitting error

Fitting error comes because of the limited number of actuators used to correct the wave-
front, therefore the DM acts as a high pass filter.

σ2
fitting = αF

(
D

r0

)5/3

n
−5/6
act (1.40)

with αF ∼ 0.3 a DM technology dependant coefficient and nact the number of actuators
in the DM (Hardy, 1998).

1.6.2 Temporal error

Phase variance can be introduced by the delay of the corrections of the system. A coher-
ence timescale, which encodes the time for when the turbulence changes by 1 rad, can be
computed as (Hardy, 1998)

τ0 = 0.314 cos γ
r0
V

(1.41)

with γ the zenith angle and V the weighted wind speed over the present layers in the
atmosphere. If the system has a delay of τdelay = T + τ , due to exposure time T and
computing time τ , a temporal error can be obtained with expression 1.42 (Hardy, 1998).
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σ2
τ = 28.4

(
τdelay
τ0

)5/3

(1.42)

For an effective AO system, τdelay should be at least 5 times smaller than τ0.

1.6.3 Non linearities

Non linearities can come from different sources, like the DM or the WFS. For example,
the membrane of a continuous type DM may not act in a linear manner when two actuators
are activated. WFS can introduce measurement errors that can also contribute to the non
linearities.

1.6.4 Anisoplanatism error

Anisoplanatism error comes from the fact that the column of air that is between the tele-
scope and the guide star is not the same as the column between the telescope and the
science object. An isoplanatism angle can be defined as the angle distance where there is
a 1 rad difference in the phase, and can be computed as (Hardy, 1998)

θ0 = 0.314 cos γ
r0

h
(1.43)

with h the height of the turbulent layer. If the guide star is at an angle θobs of the science
target, then the anisoplanatism error introduced is given by expression 1.44 (Fried, 1982;
Hardy, 1998)

σ2
θ =

(
θobs
θ0

)5/3

(1.44)

1.6.5 Noise

When using a detector there are two main sources of noise: photon noise and read out
noise (RON).
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Photon noise comes from the discrete nature of photons, making them arrive at the detector
following a Poisson distribution, where noise is equal to the square root of the mean flux.

RON is noise that comes from the electronics of the detector. In general, it is not dependant
on the flux, but increases with temperature, therefore it is necessary to cool down the
detector.

These sources of noise can introduce random variations in the measurement of the wave-
front sensor, therefore they have an impact on the residual phase. The formula for the
noise, given an input modal phase is (Correia et al., 2020)

σ2
ϕi

=
4σ2

RON

s2(ϕi)N2
ph

+
1

s2γ(ϕi)Nph

(1.45)

with σRON the the average read-out-noise in photo-electrons per pixel, Nph the amount
of photons, s(ϕi) the modal phase sensitivity to RON, and sγ(ϕi) the modal sensitivity to
photon noise (Correia et al., 2020). Sensitivities will be defined in section 1.8. If N modes
are corrected with the DM, the total error introduced by noise can be obtained as the sum
of the variances.

σ2
noise =

∑
N

σ2
ϕi

(1.46)

1.7 Laser guide star (LGS)

The use of laser guide stars makes it possible to increase the coverage of AO systems,
due to the lack of natural guide stars (NGS) bright enough to be able to correct atmo-
spheric aberrations (Tyson, 2000). These laser stars are generated by exciting sodium
atoms present in a layer of the atmosphere located approximately 90 km above sea level.
Due to the width of the laser beam, the spot has a radial extension. Typical LGS’ have a
diameter from 30 to 50 cm. Also, the sodium layer has a thickness of between 10 to 20 km
(see figure 1.23), which makes the artificial star a 3D extended object (Olivier and Max,
1994) (See figure 1.24). Figure 1.25 shows two examples of LGS. In the left image it is
seen how the lasers are fired from the telescope and the right shows the generation of the
artificial star.
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Figure 1.23: Measured sodium density for an arbitrary night. The color bar indicates the relative
photon emissions received and the while line the mean altitude (Credits Pfrommer and Hickson
(2014)).
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Figure 1.24: Diagram to illustrate the source of the 3D spot elongation of the LGS in the image
plane of the telescope.
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Figure 1.25: LGS in action. Left panle: image of multiple lasers being fired from one of the VLTs
to produce LGSs (Credits ESO (2017)); Right panel: image showing part of the laser path and the
artificial guide star (Credits NOIRLab (2017))

The distribution of sodium atoms can affect the shape and size of the LGS. As seen in
figure 1.23, it can vary substantially in a single night, therefore it is necessary to test the
system for different sodium profiles.

Taking cross sections of the sodium profile, it is possible to observe some of the distribu-
tion of sodium atoms at different observation times, as seen in figure 1.26



35

Figure 1.26: Multiple sodium profiles with classification (Credits Pfrommer and Hickson (2014)).

An average shape of the sodium density profile can be approximated as a Gaussian with
FWHM = 7 km centered at 90 km (Esposito et al., 2016) (similar to plots 1.26.a and
1.26.e). For this work, two sodium profiles will be used, a simple Gaussian profile as
described before for most of the tests, and a more complicated case such as a Double
peak profile similar to 1.26.b for some specific examples.

On a large pupil, like the ELTs, the sub-apertures of a Shack-Hartmann wavefront sensor
see the LGS as an elongated object depending on their position with respect to the laser
launch telescope. As a result, a detector with a large number of pixels per sub-aperture is
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required to fully sample the elongated spots and minimize centroiding errors. At the scale
of the ELTs such a detector is difficult to realize(Fusco et al., 2019). Figure 1.27 shows a
diagram with an example of the elongated spots obtained with the SH sensor.

Figure 1.27: Example of spot elongations in the SH wavefront sensor (Credits Fusco et al. (2019))

1.7.1 Optical gains

The signal obtained from the NGS and the LGS may not be the same. A way to test how
similar are the two signals is to compute an optical transfer function (OTF) matrix 1.
Mathematically, the OTF is obtained as

OTF = IMat†NGS IMatLGS (1.47)

Where IMatNGS is the interaction matrix using a point source as calibration and IMatLGS

using an elongated source as calibration (i.e. the signal obtained for every mode when
using a LGS). Every column of the OTF matrix corresponds to the modal reconstruction
of the signal obtained from the LGS using the NGS interaction matrix.

1This optical transfer function does not refer to the same optical transfer function obtained as the auto-
correlation of the entrance pupil, but encodes the same purpose: to specify the frequency (or modal) response
of the system. In this case, how the sensitivity to a KL modes changes when going from a diffraction limited
source to a LGS
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The diagonal terms of the OTF corresponds to the optical gains (or signal strength), which
gives information about the relative amplitude of the signal produced by the LGS as seen
by a NGS reconstructor. As an example, if the term OTF11 = 0.5, it means that for the
same input aberration, the LGS produces half of the signal as the NGS for the first mode.
The non-diagonal terms corresponds to the coupling between the modes when changing
the source.

1.8 New wavefront sensor proposal

Considering that ELTs are being designed to use SH sensors (Uhlendorf et al., 2013), it
seems appropriate to study the possibility of using other wavefront sensors. Various au-
thors have proposed the use of a pyramid wavefront sensor as a replacement for the SH
for ELTs, due to advantages such as adjustable sensitivity and dynamic range during op-
eration (Esposito et al., 2016) and the lower number of pixels required for the detector
(Esposito et al., 2016; Fusco et al., 2019). It has also been shown that, for an NGS, the
PWFS has a similar or even better behavior than the SH in aspects such as limiting magni-
tude (Esposito and Riccardi, 2001), noise propagation (Fauvarque et al., 2017), sensitivity
in diffraction limited and partial correction operation (Ragazzoni and Farinato, 1999), and
closed loop operation (Vérinaud, 2004).

In this work, the performance of a wavefront sensor will be measured in terms of sensi-
tivity, linearity, dynamic range and closed loop operation. The criteria for each quantity
are:

• Linearity: The sensor is able to determine the amplitude of the aberration, without
introducing measurement errors. The two main sources of non-linearity are: 1)
the saturation zone, where the sensor is not able to determine the amplitude of the
aberration and 2) when a single KL mode is introduced, the sensor outputs non-zero
values for other modes. The sensor will be considered to be operating in a linear
region when the RMS value of the measurement errors does not the fitting error.

• Sensitivity: Rate of change of the sensor signal as a function of the input aberration.
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For a given modal aberration, the sensitivity to RON can be obtained as

s(ϕi) =
σ(δI(ϕi))

σ(ϕi)
(1.48)

and the sensitivity to photon noise can be obtained as

sγ(ϕi) =
σ(δI(ϕi)./

√
I0)

σ(ϕi)
(1.49)

with I0 the reference intensity and ./ the element-wise division.

• Dynamic range: As RON or photon noise will not be included in the simulation,
the ratio between maximum and minimum measurement would not give useful in-
formation, therefore the dynamic range will be defined as the range of amplitudes
where the sensor’s output is within 70% of the real value (3 dB drop).

• Closed loop operation and residual phase: When the adaptive optics system is run-
ning, not all of the atmosphere distortions are corrected. Therefore, the Strehl ratio
and the RMS of the residual phase will be used as metrics for comparison between
the NGS and LGS AO systems.

1.9 Objectives of the thesis

General objective:
To study the performance of a pyramid wavefront sensor with LGS compared to its be-
havior using an NGS.

Specific objectives:

1. To determine the linearity, sensitivity, dynamic range and closed loop operation of
a pyramid wavefront sensor using: NGS and LGS.

2. To gain knowledge about the KL mode sensitivity losses when using an extended
object.



39

2. LITERATURE REVIEW

Efforts to understand the behaviour of the PWFS when using LGS have been done before.
In this chapter I will present some of the most resent publications on the subject. Each
section will refer to one specific publication mentioned in its title.

2.1 “The Pyramid Wavefront Sensor with Extended Reference Source” (Pinna1a
et al., 2011)

This work’s purpose was to investigate the effects of 2D spot elongations of the reference
object for a PWFS.

Using a laboratory optical setup, they were able to create a complete AO system. To
generate the extended objects, they used optical fiber cores with different diameters as
their sources, which resulted in objects who’s on sky angular diameter ranged from a
diffraction limited (DL) one up to 1.6” (> 40 times the diameter of the DL spot).

Using an Adaptive Secondary Mirror, they were able to generate atmospheric distur-
bances, with a 15 m/s wind and a 0.8” seeing. As they generated their own disturbances,
they could measure them within a few nm of error and then use the KL modal residual of
the AO corrections as metric for the performance for each spot size.

In their tests they found that the PWFS losses sensitivity as the size of the object increases.
This result was in concordance with the literature, because the extension of the object acts
as a spatial modulation, which is known to decrease the sensitivity (Vérinaud, 2004). Also,
they found that when using a 1.6 ” object, the sensitivity drop is similar to the effect that
a loss in flux of up to one magnitude has for a diffraction limited object.

2.2 “Pyramid wavefront sensor performance with laser guide stars” (Quiros-Pacheco
et al., 2013)

This work’s aim was to characterizing the sensitivity for point sources, 2D and 3D objects.
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2.2.1 2D elongation

For 2D objects, they found that the elongations acts in a similar way to the modulation
of the spot on top of the pyramid. They found that with a modulation radius for a point
object of RTT = REO

2
, with REO the angular size of the elongated object, the pyramid

has the same sensitivity for both cases (point source with modulation and elongated object
without modulation), but the elongated object had twice the dynamic range.

Then, they tested the noise propagation coefficients (NPC), which represents the sensi-
tivity of the PWFS to phase noise. They built interaction matrices using 500 KL modes
and 30 × 30 subapertures for the pyramid for three types of extended objects and three
modulations amplitudes. NPC were calculated as

p2i = (IMattIMat)−1
ii (2.1)

The results they found confirmed that the sensitivity for the extended sources and their
equivalent modulations had the same sensitivity. Also, they found that the sensitivity to
noise increases with the size of the elongated object, which means that to obtain the same
signal to noise ratio (SNR), a higher intensity source has to be used.

2.2.2 3D elongation

For the 3D object, they computed the radial sensitivity loss and noise propagation coeffi-
cients.

Their sensitivity computation consisted in introducing tilt to the system and then check
the signal profile of the measurements. They found that as they got further away from the
center of the pupils, the sensitivity decreases down to less than 50% at the edges.

Finally, they found that the NPC were tree to four times bigger in the case of the 3D
elongated object when compared to the 2D objects, and up to 15 times bigger than the DL
case.
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2.3 “Use of Laser Guide Star with Pyramid Wavefront Sensor” (Blain et al., 2015)

This work’s main objective was to evaluate the performance in terms of sensitivity of the
PWFS with LGS and compare it to the SH wavefront sensor.

They computed sensitivities for different KL modes and found that modulation decreases
the overall sensitivity of the pyramid, which is in concordance with previous works.

For closed loop operations with 2D objects, they showed that both PWFS and SH wave-
front sensors have similar performances, in term of residual phase, but the PWFS showed
a slightly lower residual phase, in particular at low order modes.

2.4 “Pyramid wavefront sensing using Laser Guide Star for 8m and ELT class tele-
scopes” (Esposito et al., 2016)

This work was designed to study of 3D elongated guide stars for 8 m and 40 m class
telescopes.

Using incoherent summation, they modeled the LGS as a series of samples with different
tilt and defocus coefficients.

2.4.1 8 m class telescope

For a 8 m class telescope, like the ones in the VLT, they generated interaction matrices for
both PWFS and SH wavefront sensors, and found that NPC where similar in both cases,
with the pyramid having slightly lower values. When running end to end simulations of
closed loop operation, they found that the pyramid had a similar, if not slightly better
performance than the SH sensor in terms of the Strehl ratio.

2.4.2 40 m class telescope

For the 40 m class telescope, they computed interaction matrices for both WFSs and found
that the NPC for the pyramid were up to tree times as large as for the SH WFS. They
ran end to end simulation for both sensors and found a similar performance in terms of
Strehl ratio, but the key difference is that for the PWFS they used a 176 × 176 pixel
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detector (currently available) and for the SH WFS the used a 1600 × 1600, necessary for
the sampling of elongated spots. Such a detector is not available with current technology.
With this, they conclude that the PWFS could be an alternative to used in the new ELTs.
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3. METHODS AND SIMULATIONS

3.1 Optical simulation description

To develop out this thesis, it was necessary to create a code that would allow the simulation
of different processes and optical elements. All these aspects were done in Matlab using
the OOMAO toolbox (Conan and Correia, 2014). The basis of this work consisted in the
propagation of wave fronts. These wave fronts are of the form

ψ(x, y) =
√
n Ip(x, y) eiϕ(x,y) (3.1)

with n the average flux in photons, I an indicative function of the entrance pupil and
ϕ(x, y) a phase. Wavefront propagation will be explained later.

3.1.1 Optical elements and angular spectral propagation

Phase masks were mainly used to simulate optical elements. These masks can simulate
lenses, mirrors or other elements by incorporating the effect on the phase that these com-
ponents would have on the wavefront. Following Fauvarque et al. (2017), let x and y be
the coordinates of the plane perpendicular to the optical axis, ψ the electromagnetic field
(EM field) in its phasorial form just before passing through the phase mask, ϕmask the
phase incorporated by the mask and Imask the function indicative of the aperture of the
mask. The field resulting from applying a phase mask is

ψnew(x, y) = ψ(x, y) Imask(x, y) e
iϕmask(x,y) (3.2)

For spectral propagation, an algorithm based on Fast Fourier Transform (FFT) is used for
Fresnel diffraction presented in Mas et al. (1999). If the Fresnel equation is considered
with the paraxial approximation, the electro-magnetic field propagated a distance ∆z can
be obtained as

ψ′(x2, y2) =
eik∆z

iλ∆z

∫∫
R2

ψ(x1, y1)e
i k
2∆z [(x1−x2)2+(y1−y2)2]dx1dy1 (3.3)
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with k the wave number, (x1, y1) the source plane coordinates, (x2, y2) the coordinates
of the propagated plane and the ′ symbol representing that the wavefront was propagated
(if the wavefront was propagated twice, the symbol would be ′′). Using properties of
convolution (denoted by ∗), the equation can be expressed as

ψ′(x2, y2) = ψ(x1, y1) ∗
[
eik∆z

iλ∆z
ei

k
2∆z

x2
1+y21

]
(3.4)

Using properties of the Fourier transform it is possible to reduce the computation time
substantially. The expression of the propagated field is

ψ′(x2, y2) = F−1[(fx1, fy1), (x1, y1)]{H(fx1, fy1)F [(fx1, fy1), (x1, y1)]{ψ(x1, y1)}}
(3.5)

with F [(fx1, fy1), (x1, y1)]{} the Fourier transform from source space to space frequency
space (fx1, fy1) =

(
x1

∆zλ
, y1
∆zλ

)
and

H(fx1, fy1) = eik∆ze−iπλ∆z(f2
x1+f2

y1)

3.1.1.1 Implementation in matlab

The OOMAO toolbox allows the creation of several objects, such as a star, an atmosphere,
telescopes, DMs, WFS’ and others. The toolbox is made in such a way that the propaga-
tion is done with the ∗ symbol. As an example, if we have a star, a telescope and a detector
objects, we can simulate the propagation as

star ∗ telescope ∗ detector (3.6)

Then, we can retrieve the image from the detector using the detector.frame command (see
figure 3.1).
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Figure 3.1: Diffraction limited image of a star using the OOMAO toolbox

For buildup, the star object receives as parameter the observing wavelength

Observing wavelength : 589 nm

The detector object receives as parameter the field of view in λ/D’s

Field stop size : 40

The telescope object will be explained in section 3.1.3.1.

3.1.2 Phase distortions

The phase aberrations used in this work are generated using the Von Karman model.

Let FC be a N ×N matrix of complex random coefficients with distribution N (0, 1). The
simulated atmospheric phase aberration can be obtained as

ϕ = ℜe
(
F−1[(fx1, fy1), (x1, y1)]{FC ·

√
Cϕ(fx1, fy1)}

)
(3.7)
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Figure 3.2 shows the process to generate atmospheric disturbances following the Von Kar-
man model

Figure 3.2: Simulation of atmospheric aberration using the Von Karman model with the following
parameters: r0 = 20 cm, N = 256, L0 = 10m and l0 = 1 cm. From left to right, the first image
corresponds to the random coefficients with distribution N (0, 1). The second image corresponds
to the logarithm of the square root of the power spectrum corresponding to equation 1.11. The third
image corresponds to the logarithm of the element-by-element multiplication of the two previous
images. The fourth image is the simulated atmospheric phase aberration, corresponding to equation
3.7

3.1.2.1 Implementation in matlab

Using the OOMAO toolbox, it was possible to define an atmosphere. It receives as input
the r0, L0, and the altitude, relative turbulence intensity, wind speed and direction for each
turbulent layer as a list denoted with square brackets.

For the no wind scenario, the parameters introduced to the atmosphere object were

r0 : 0.15 m
L0 : 20 m
layer heights : [1000 5000] m
fractional r0 : [0.8 0.2]
layer wind speeds : [0 0] m/s
layer wind direction : [3π/4 π/4]

For the low wind scenario, the parameters introduced to the atmosphere object were
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r0 : 0.15 m
L0 : 20 m
layer heights : [1000 5000] m
fractional r0 : [0.8 0.2]
layer wind speeds : [5 5] m/s
layer wind direction : [3π/4 π/4]

For the high wind scenario, the parameters introduced to the atmosphere object were

r0 : 0.2 m
L0 : 20 m
layer heights : [1000 5000] m
fractional r0 : [0.8 0.2]
layer wind speeds : [10 10] m/s
layer wind direction : [3π/4 π/4]

Then using the + symbol, it was possible to couple the atmosphere to the telescope, so
when propagating the star to the telescope, it takes into account the distortions produced
by the atmosphere. As an example, if we had a star, an atmosphere, a telescope and a
detector, first we couple the atmosphere to the telescope as

telescope = telescope+ atmosphere (3.8)

and then we propagate the star to the telescope (through the atmosphere) and to the detec-
tor

star ∗ telescope ∗ detector (3.9)

As before, we can retrive the image of the distorted star using the detector.frame command
(see figure 3.3).
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Figure 3.3: Image of a distorted star using the OOMAO toolbox

Then, using a OOMAO specific syntax operation, it is possible to update the atmosphere
such that is evolves according to the wind speed and direction. To do this, the command
+telescope is used. Summing up several images, it is possible to simulate a long exposure.

3.1.3 Telescope, DM and pyramid

The telescope was simulated using a circular aperture with no central obstruction. Con-
sidering equation 3.1, the phase, aperture function and average flux for the EM field at the
entrance pupil are

ϕtel = −k
x2p + y2p
2fefl

Itel =

1 for x2p + y2p ≤ D2/4

0 for x2p + y2p > D2/4

(3.10)
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Figure 3.4: Image of telescope aperture

with xp and yp the coordinates in the entrance pupil’s plane and fefl the effective focal
length of the telescope. The magnitude of the source is later added after a normalization
of the image. This produces the electromagnetic field at the entrance pupil

ψtel = Itel eiϕtel (3.11)

To add a phase aberration, ϕabr must be added to the phase of the telescope ϕtel. A phase
mask is assembled and added to the entrance EM field, using expression 3.2.

Light gets propagated a distance equal to the focal length using equation 3.5 and the field
obtained in the image plane (or Fourier plane) is ψ′(xi, yi) with xi and yi the coordinates
in the image plane.

Once the light reaches the image plane, the phase of the pyramid must be incorporated
into the EM field. The phase incorporated by the pyramid has the following form

ϕpyr = k (|xi|+ |yi|)
D

4fefl
(3.12)

Finally, the phase mask of the pyramid is added using expression 3.2 and propagates a dis-
tance equal to the focal length using equation 3.5, where ψ′′(xd, yd) is obtained. (xd, yd)
are the coordinates of the detector plane. The intensity registered by the detector is ob-
tained as
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Id = |ψ′′(xd, yd)|2 (3.13)

This image is then normalized such that all the sum of the values in all the pixels add up to
one, and then multiplied by the number of photons that should arrive at the detector given
the magnitude of the source and the efective area of the telescope.

3.1.3.1 Implementation in matlab

Using the OOMAO toolbox, it was possible to define a telescope, DM and pyramid WFS.
As input for the telescope object, it receives the diameter, field of view, resolution (pixels
in the diameter) and sampling time. The DM object receives the KL modal base (obtained
using an OOMAO function), the resolution of the wavefront and the useful actuators. For
the pyramid wavefront sensor, the OOMAO class receives as input the number of pixels
per pupil, the resolution of the wavefront and the modulation amplitude in multiples of
λ/D.

As before, for the propagation every object has to be included.

star ∗ telescope ∗ dm ∗ pyramid (3.14)

The pyramid object comes with its own detector, so in order to obtain the signal, the
command pyramid.camera.frame is used (see figure 3.5).
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Figure 3.5: Left panel: image of the four pupils for a propagation without atmosphere (i.e. the
reference intensity); right panel: image for a propagation through atmosphere.

3.1.4 LGS

Following what was done by Esposito et al. (2016), in order to simulate a LGS it was
necessary to discretize the sodium layer into samples and make an incoherent sum of the
contribution of each one to the measurement.

In Esposito’s work the LGS was uniformly sampled. For this, the sodium layer was sepa-
rated into slices, each one separated vertically by a distance of 1 km, covering from 85 to
95 km. Each slice had radially distributed samples 5λ/D apart from each other, therefore
sampling the 3D structure of the laser beacon. Then, using a sodium density profile (see
figure 3.6) each sample’s intensity was scaled to take into account relative distribution of
sodium atoms in the atmosphere.
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Figure 3.6: Left panel: a simple Gaussian sodium profile with 7 km FWHM; right panel: double
peak sodium profile (real example of a profile from Pfrommer and Hickson (2014)).

There are several problems with the uniform sampling technique.

• There are many points that have little contribution to the system due to their low
intensity, but are equally expensive computationally.

• Large portions of the LGS are not sampled, therefore it is difficult to test real like
sodium profiles.

• The periodicity of the samples can introduce unwanted structures given by the sym-
metry of the grid used for the sampling.

Therefore, in this work a Monte Carlo approach was used to sample the LGS. We can
use the relative distribution of the sodium atoms as a probability density function, and
generate a random set of samples that follows that distribution. The amount of samples
will be explained in section 3.1.6

To generate the 3D structure, X and Y coordinates are randomly generated using a Gaus-
sian distribution. The X coordinate is centered at x = 0m and with a standard deviation
of σx = 90000m

206265
√
8 ln 2

(FWHM = 1” @90 km). The Y coordinate is centered at y = D/2m

(laser launch telescope located at the side of a telescope with diameter D pointing straight
up) and with the same standard deviation as the X coordinate σy = σx. For the Z coordi-
nate, it is randomly generated using the desired probability density function that mimics
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the sodium profile. Figures 3.7 and 3.8 shows the 3D sampling of the LGS with each
coordinate’s generated probability density function.

This approach assumes the telescope is pointing at zenith (orthogonal to the sodium pro-
file). This assumption will be used throughout the simulations. In order to simulate the
pointing of the telescope the focus and z distribution of the samples may be adjusted by
the elevation angle γ (measured from the zenith). Using the parallel-plane atmosphere
approximation, the focus of the telescope should be adjusted multiplying its values by the
secant of the elevation angle, as shown in equations 3.15 and 3.16

focusnew = focus sec(γ) (3.15)

Z coordinatenew = Z coordinate sec(γ) (3.16)

This approach assumes that the distribution of sodium atoms does not change significantly
with respect to the location where the laser enters the layer and where it exits it. To include
the possibility of changing the aim of the laser launch telescope, the X and Y coordinates
should also include a correction factor as follows

X coordinatenew = X coordinate+ Z coordinate tanθ0 cosϕ0 (3.17)

Y coordinatenew = Y coordinate+ Z coordinate tanθ0 sinϕ0 (3.18)

with θ0 and ϕ0 the angles in spherical coordinates of the laser launch telescope with respect
to the pointing of the telescope.
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Figure 3.7: Gaussian sampling of the LGS following the sodium distribution from the left image
in figure 3.6. Note that the y axis is not centered at zero because of the laser being shot straight up
from the side of the telescope
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Figure 3.8: Real-like sampling of the LGS following the sodium distribution from the right image
in figure 3.6.

Using the center of the telescope as the origin, each sample of the LGS had a (xm, ym, zm)
coordinate. As each point radiates light spherically, the phase of the wavefront can be
obtained as the sum of a focus coefficient given by the distance from the sample to the
telescope, and a tip/tilt given by the xm and ym coordinates.
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ϕtilt,m = k atan

(
xm
zm

)
xp

ϕtip,m = k atan

(
ym
zm

)
yp

ϕfocus,m = k
(x2p + y2p)

2rm

(3.19)

with rm =
√
x2m + y2m + z2m. The phase expressions in 3.19 must be incorporated to the

phase in 3.10

ϕLGSm = ϕtilt,m + ϕtip,m + ϕfocus,m

ILGSm =

1 for x2p + y2p ≤ D2/4

0 for x2p + y2p > D2/4

(3.20)

With this, a phase mask is assembled and added to the EM field of the entrance of the
telescope in equation 3.11, obtaining

ψtel LGSm = ILGSm e
iϕtel LGSm (3.21)

with ϕtel LGSm = ϕtel + ϕLGS,m. Two methods were explored for the propagation.

3.1.4.1 Method 1: Complete propagation

For each of the sample points for the LGS, a complete propagation was carried out through
the telescope and the pyramid sensor. The telescope’s diameter and focal length matched
the VLT parameters (due to computational issues, the ELT could not be simulated as it
required operating on matrices of up to 100 GBytes)

For the telescope, the parameters for the object were
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Telescope diameter : 8.2 m
Field of view : 2.5 arcmin
Resolution : 2600 pix
Sampling time : 2 ms

For the DM, the parameters for the object were

Modes : 400 KL modes
Resolution : 2600 pix

For the pyramid using the NGS, the parameters for the object were

Pupil resolution : 60 pix
Resolution : 2600 pix
Modulation : 4 λ/D

For the pyramid using the LGS, the parameters for the object were

Pupil resolution : 60 pix
Resolution : 2600 pix
Modulation : 0 λ/D

The image of the LGS can be obtained by adding all the intensities obtained in the image
plane

LGSimage =
∑
m

|ψ′
V LT LGSm

(xi, yi)|2 (3.22)

In a similar way, the intensity that is recorded in the detector is

Id,LGS =
∑
m

|ψ′′
V LT LGSm

(xd, yd)|2 (3.23)

Figure 3.9 shows the images of the LGS as seen through the telescope for both sodium
profiles, and figure 3.10 shows the reference intensity for both cases.
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Figure 3.9: Log scale images of the simulated LGS as seen through the telescope. Left panel:
Gaussian sodium profile; right panel: Double peak sodium profiles.

Figure 3.10: Simulated reference intensities. Left panel: Gaussian sodium profile; right
panel: Double peak

The problem with this method is that for every sample, the whole pyramid is being simu-
lated, even though only a small portion of it interacts with the light. Figure 3.11 represents
the path the light takes from the LGS to the detector and figure 3.12 represents the path
the light takes from a single sample to the detector
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Figure 3.11: Representation of light path from LGS to detector (all units in pixels). Left image:
LGS psf; center image: pyramid; right image: pupils in the detector

Figure 3.12: Representation of light path from a single sample to detector (all units in pixels).
Top row: Lower edge sample. Left image: sample psf; center image: pyramid; right image:
pupils in the detector. Bottom row: Near center sample. Left image: sample psf (as sample is
near perfect focus, it looks only as a dot at the center of the image); center image: pyramid; right
image: pupils in the detector.

As it’s possible to observe in figure 3.12, each sample only interacts with a small portion
of the pyramid. This effect is even more important for samples near the center that are in
focus (bottom row figure 3.12), as they use a smaller number of pixels. As each propa-
gation for every sample has to simulate the complete pyramid, much of the memory and
computation times are wasted.
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Different telescope diameters were simulated and the computation time recorded to ob-
serve a general trend and to see what to expect when simulating a 40 m telescope. Figure
3.13 shows an approximation for the computation times for different telescope diameters

Figure 3.13: Computation time for the propagation of different telescope diameters

The graph on figure 3.13 shows that each frame of simulation for a 40 m telescope would
take more than an hour. As an example, to build the interaction matrix for 400 modes, 800
frames are needed, meaning over a month of simulation time.

As for the memory issues, in order to have enough pixels to have the whole LGS in every
frame for a 40 m telescope, more than 100 GBytes of RAM are needed.

3.1.4.2 Method 2: Portion propagation

The idea is to use only the portion of the pyramid each samples interacts with. Due to the
height of each sample, the defocus coefficient will expand the image of the star. For this,
the simulation was divided into three regimes:



61

• Inner regime: samples between 88 and 92 km

• Middle regime: samples between 85 and 95 km (and outside the inner regime)

• External regime: samples lower than 85 km or higher than 95 km

For each regime a suitable sized telescopes, pyramids and DMs were created, smaller for
the inner regime and bigger for the external (in the resolution parameter for the objects,
the list [240 480 960] is used as an abbreviation of the three separate objects used with
different sizes).

For the telescope, the parameters for the object were

Telescope diameter : 8-40 m
Field of view : 2.5 arcmin
Resolution : [240 480 960] pix
Sampling time : 2 ms

For the DM, the parameters for the object were

Modes : 400 KL modes
Resolution : [240 480 960] pix

For the pyramid using the NGS, the parameters for the object were

Pupil resolution : 60 pix
Resolution : 240 pix
Modulation : 4 λ/D

For the pyramid using the LGS, the parameters for the object were

Pupil resolution : 60 pix
Resolution : [240 480 960] pix
Modulation : 0 λ/D

Then, with the on-sky X and Y coordinates of each sample (figures 3.7 and 3.8), the cor-
responding x and y positions in the detector for each sample were computed and instead
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of adding a tip/tilt to each sample, the pyramid itself was translated the computed amount.
With this, each sample has to be propagated in a straight line, therefore needing a small
field of view (small number of pixels) and the pyramid translation is in charge of com-
pensating for the physical position of the sample. Figure 3.14 shows examples for the
propagation in the three regimes and figure

Figure 3.14: Light path from samples from the three regimes. All labels are in pixels. Top row:
example from inner regime; middle row: example from middle regime; bottom row: example from
external regime
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Figure 3.15: Same figure as 3.14, but scaled with the size of the matrices.

As most of the samples are in the inner or middle regime (refer to figure 3.7 to see height
distribution), computation times are shorten by a factor of over 60 when simulating 20 m
telescopes, going from 1200 to 17 seconds per iteration.

To test the validity of the method, complete propagation of the LGS (method 1) was
performed for several test cases, and the average difference in the measurements between
the two methods was lower than 0.001%, meaning that the second method outputs the
same information as the first, but in a fraction of the time. For this work, the method of
Portion propagation was used with telescopes with diameter 8, 16, 32 and 40 m. Using
several diameters will allow to observe a trend that will provide information on what to
expect when using the extremely large telescopes.

3.1.5 Interaction matrix

Interaction matrices were computed for a point source, like an NGS, and for two sodium
profiles for the LGS, showed in figure 3.6. To do this, phase masks were used to introduce
a positive and negative phase for the push-pull method. In this case the phase corresponded
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to each KL mode as

ϕ±KL, j = ±ϵKLj(r/R, θ) (3.24)

This phase was introduced to the entrance electromagnetic flied and propagated twice,
once with the positive amplitude and the other with the negative amplitude. For the LGS,
this process had to be repeated for every sample. Then, using equation 1.22 it was possible
to obtain each column of the IMat.

3.1.6 Number of samples in LGS

As the LGS is being discretely sampled, it is important to have enough points such that the
results are not affected by under-sampling. In a real-life situation there are more than tens
of trillion atoms that act as point sources when the laser excites them, but in a simulation
perspective that amount of samples is unreachable. Therefore, a simulation experiment
was conducted where several interaction matrices with different number of samples were
computed for some KL modes, to observe the evolution of the sensitivity with respect
to the number of samples. Then, the number of samples for the LGS can be found as
the quantity of point sources from which the sensitivity does not evolve when increasing
its number. Figure 3.16 shows the sensitivity evolution with respect to the number of
samples.
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Figure 3.16: Read out noise sensitivity evolution with respect to the number of samples for
different KL modes.

From 3.000 samples onward all the modes are within 10 % of the steady state value, and
at 10.000 samples they are at less than 2 %. Using this information, it was decided that all
the simulations should be done with 10.000 samples.

3.2 Noise

The two main sources of noise when dealing with a detector are read out noise and photon
noise. As the laser stars are usually bright, read out noise can be neglected, therefore,
the main component of noise in the system is given by the discrete nature of photons. As
each arrival of a photon is a discrete event, it is possible to deduce that they will follow
a Poisson distribution. With this, photon noise can be introduced to the simulation by
having each pixel in the pupils image follow a Poisson distribution with mean the pixel’s
value and deviation equal to it’s square root.
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A typical LGS has a magnitude of around 7-9 (Chin et al., 2016), therefore it is possible
to calculate the amount of photons that should arrive at the detector in each frame. Also,
the magnitude of the LGS (or NGS) can be artificially increased or decreased, in order to
estimate the limiting magnitude of the system.

3.3 Description of the simulations

3.3.1 Linearity and dynamic range

In order to study linearity and dynamic range, an simulation was designed that consisted of
“showing” the wavefront sensor each KL mode individually, varying the input amplitude
Γ, to then obtain the modal decomposition of the reconstructed wavefront by the sensor.
In this reconstructed wavefront, the amplitude of the introduced mode (diagonal term)
was recorded as the measurement and the RMS value of all the modes other than the one
introduced (non-diagonal terms) was calculated and recorded as an error.

To “show” the pyramidal sensor each KL mode, phase masks were used again. In this
case the phase corresponded to each KL mode as

ϕKL, j = ΓKLj(r/R, θ) (3.25)

with Γ a constant to control the amplitude of the aberration. This phase mask was added
to the entrance’s EM field using the expression 3.2. With this, the wavefront that was
propagated for the natural guide star was

ψ(xp, yp) = Itel ei(ϕtel+ϕKL, j) (3.26)

For the artificial guide star, the propagated fields were of the form

ψm(xp, yp) = ILGSm e
i(ϕtel LGSm+ϕKL, j) (3.27)

The dynamic range of each mode was obtained as the range of amplitudes were the mea-
surement was within 70% of the input amplitude.
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Linearity, or linear range, was obtained as the range of amplitudes in which the error was
less than the fitting error, given a telescope with D = 20m, 400 actuators and r0 = 0.2m.

3.3.2 Sensitivity losses and optical gains

To compute the sensitivity losses, expression 1.48 was used in every column of the interac-
tion matrices to obtain the sensitivity to RON, and expression 1.49 to obtain the sensitivity
to photon noise. The same procedure was also repeated for pure sine and cosine modes,
with vertical and horizontal directions because it is possible to assume that, because of
the shape of the LGS, different directions of spatial frequencies will be measured differ-
ently. Due to the elongation (and modulation effects), vertical frequencies should have
less sensitivity than horizontal ones (figure 3.17 shows examples of both frequencies).

Figure 3.17: Pure sinusoidal modes. Left panel: horizontal frequency; right panel: vertical.

In the case of the pure sinusoidal modes, the global sensitivity was computed as

s =
√
s2sine + s2cosine (3.28)

For the optical gains, expression 1.47 was used for the two LGS examples.

3.3.3 Closed loop operation

To simulate a closed loop operation, the following block diagram was used
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Figure 3.18: Closed loop implementation diagram.

The notation for the diagram is

n : number of iteration
T : sampling time
ϕ(nT ) : Input phase
ϕres(nT ) : Residual phase
ϕc(nT ) : Reconstructed phase
I(ϕ)(nT ) : Intensity map given by the PWFS
I0 : Reference intensity
∆I(ϕ)(nT ) : vectorized meta intensity
d(nT ) : modal reconstruction of the phase / measurement
β : loop gain
a(nT ) : command to the DM
α : leak factor
z−x : x cycles delay

This closed loop was implemented for five cases:

• Natural guide star with point source calibration

• Both laser guide star profiles with point source calibration

• Both laser guide star profiles with elongated source calibration



69

3.3.4 Wind simulation

Different wind scenarios were tested: no wind, low wind 5m/s and high wind 10m/s.

For each iteration of the control loop, a “science” star gets propagated through the at-
mosphere and corrected by the DM, then using a perfect star as reference, the Strehl ratio
and residual phase RMS were recorded during the simulation, to be used as metric for the
performance in closed loop operation.
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4. SIMULATION RESULTS AND DISCUSSION

4.1 Optical gains

4.1.1 LGS optical gain maps

As the propagation has to be incoherent for every sample of the LGS, it was possible to
observe the optical gains for each sample independently. For this, a toy model of the LGS
was build, with uniform sampling, to see how the optical gains evolves with it’s structure.
To do this, the interaction matrix for the NGS was used to reconstruct the signal obtained
for every sample. Figure 4.1 shows tree examples for different KL modes.

Figure 4.1: Normalized sample optical gains for KL modes 5 (top left), 50 (top right) and 250
(bottom)

From figure 4.1 it is possible to observe that for low KL modes (i.e. low spatial frequen-
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cies) the signal is coming mainly from the central point of the LGS, were the pyramid and
telescope are focused. As the overall optical gain is obtained as the arithmetic mean of all
the sample optical gains, it means that its value will tend to increase with the KL mode
(due to modulation effects for the NGS, the optical gain will be decrease at the beginning).
As we move radially out from the center, the drop in optical gain (or signal strength) can
be explained as when the sample reaches the pyramid, due to its tip and tilt, instead of
seeing a four sided pyramid, it will see a glass plane, which does not act as a knife edge,
therefore producing less or even no signal.

As the KL mode increases, it is possible to observe that the samples that are not in the
center of the LGS start to have more influence in the signal. This can be understood as
the KL mode increases the spot size is bigger for every sample, which means that the light
will fall in more than one face, increasing the signal strength.

4.1.2 Optical transfer function

After obtaining the calibration matrix for the NGS and both calibration matrices for the
LGS’ for the first 400 KL modes (all matrices were full rank, meaning they could be left
invertible), it was possible to obtain the matrix corresponding to the modal optical trans-
fer function using equation 1.47. Figure 4.2 shows an image corresponding to the matrix
representation of the optical transfer function (OTF) for the Gaussian profile LGS. Diago-
nal terms corresponds to the optical gains and non-diagonals to the coupling between the
modes
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Figure 4.2: Image representation of the matrix corresponding to the optical transfer function.

As it can be seen in figure 4.2, the matrix is mainly diagonal. This can be understood
as that the signal obtained using a LGS is similar to that obtained with a NGS, meaning
that it would be possible to use the interaction matrix calibrated with a point source to
reconstruct a wavefront obtained using a LGS.

To quantify how diagonal the matrix is, an error bar plot was used. The diagonal terms
were used as the measurements, meanwhile for each column of the OTF, the RMS value
of all the non-diagonal terms was calculated and stored as the error bar.

For a given mode, a high value of the error-bar would mean that the signal coming from
the PWFS using a LGS is different from the one using a NGS, therefore the reconstruction
can introduce errors. If the error-bar value is low, it means that the reconstruction can be
accomplished without introducing errors to the measurement. Figure 4.3 shows the error
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bar plot corresponding to this description for the Gaussian and the double peak example
profile LGS’.

Figure 4.3: Optical gains and coupling between the modes for the Gaussian and double peak
profile LGS.

As information about this test could not be found in literature, a factor of 5% coupling
(error bar divided by measurement) is considered as a badly reconstructed mode. Figure
4.4 shows the measured coupling between the modes
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Figure 4.4: Coupling between the modes for the Gaussian and double peak example profile LGS.

As it is possible to observe in figure 4.4, the coupling between the modes does not go
above 5% for either profile, therefore it can be concluded that the modes are correctly
reconstructed. From the image it is also possible to observe that the coupling between the
modes increases if a double peak profile is used. This could be explained as the structure
of the LGS can interfere in the reconstruction, adding extra information that has to do
more with the shape of the source than with the phase. For example, with the double peak
LGS, the centroid of light is not in the focus of the telescope, meaning that the overall
measurement will have more focus coefficient than with the Gaussian centered at 90 km.

Another interesting result is to observe what happens when the interaction matrix is cali-
brated for a Gaussian profile, but the LGS has a different structure, for example a double
peak. This can be seen using the same technique as before, i.e.

OTFgauss→ double peak = IMat†LGSgauss
· IMatLGSdouble peak

(4.1)
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The resulting optical transfer function can be seen in figure 4.5

Figure 4.5: Optical transfer function going from a Gaussian sodium profile to a double peak

The OTF is nearly identical to the identity, which means that the signal coming from the
two profiles is similar. Figure 4.6 shows the optical gains corresponding to the diagonal
of the OTF and figure 4.7 shows the coupling between the modes.
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Figure 4.6: Optical gains going from a Gaussian sodium profile to a double peak
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Figure 4.7: Coupling of the optical gains going from a Gaussian sodium profile to a double peak

Considering what was mentioned above, it seems possible to build the interaction matrix
using a telescope simulator and a point source like a fiber optics core or a pinhole, and
not having to build an elongated object simulator. Then, using theoretical or experimental
optical gains, the interaction matrix can be scaled to have the best performance when
using a LGS. Also, it seems possible to update the optical gains in real time to optimize
the reconstructor for the changing distribution of sodium atoms in the atmosphere.

To test the possibility to reconstruct the LGS wavefront measurement using a point source
calibration, new interaction matrices for the LGS were be computed. These IMat’s were
obtained by updating the optical gains of the point source IMat. To update the optical
gain, each column of the IMatNGS has to be divided by the respective optical gain

OG = diag(IMat†LGSIMatNGS) (4.2)

IMatLGSnew = IMatNGS./OG (4.3)

with the diag(A) the diagonal of the matrix A and the ./ symbol the column-term division.
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With this, new interaction matrices were build for the two LGS profiles and tested for
linearity, dynamic range and closed loop operation. For nomenclature purposes, PSC
refers to point source calibration with updated optical gains and ESC refers to elongated

source calibration.

4.2 Linearity and dynamic range for point and elongated sources

When a single KL mode is introduced as the wavefront distortion, the sensor outputs an
amplitude value for every corrected mode. If it was perfectly linear, then only the mode
corresponding to the input would give a measurement and all of the rest would measure
zero. In reality, the sensor gives non-zero values for the other modes, corresponding to
non-linearities. Figure 4.8 shows the modal decomposition of the signal from the pyramid
using NGS for three amplitudes of a single KL mode as input

Figure 4.8: Evolution of the measurements for PWFS with NGS as the relative amplitude of the
input mode increases from 0.1 on the left up to 10 on the right.

It is possible to observe in figure 4.8 that as the amplitude of the distortion gets larger, the
response of the pyramid for that mode decreases and also other modes start to increase
the measured amplitude. The difference between the input amplitude and the measured
amplitude will be called residual in the measurement and the RMS of the non-diagonal
modes the Error introduced in the measurement

To test linearity, the fitting error was computed. Using an 8.2 meter telescope, 400 KL
modes corrected and r0 = 0.25m, the fitting error can be estimated using expression
1.40, resulting in
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σfitting = 63nm

With this, it is possible to determine that the sensor will be operating in the linear region
when the measurement errors do not exceed 63 nm rms (or equivalently 0.67 rad rms).

As the computing time for each linear range estimation is too high, it will be tested for
only some of the KL modes. Results can be observed in figures 4.9 to 4.15.

Figure 4.9: Linearity and dynamic range test for KL mode 10. Real profile refers to the double
peak example.

Figure 4.10: Linearity and dynamic range test for KL mode 50.
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Figure 4.11: Linearity and dynamic range test for KL mode 100.

Figure 4.12: Linearity and dynamic range test for KL mode 200.

Figure 4.13: Linearity and dynamic range test for KL mode 300.
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Figure 4.14: Dynamic range measurements for the NGS and the two reconstructors for both
LGS’. Measurements are limited to 1000 nm due to simulation constraints. Spike refers to the
double peak profile example

Figure 4.15: Linear range measurements for the NGS and the two reconstructors for both LGS’.
Measurements are limited to 1000 nm due to simulation constraints.
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From figure 4.14 it is possible to observe the dynamic range of the pyramid tends to
decrease for the LGS and remain constant for the NGS (after KL mode 50) as the KL
mode increases for all of the simulated cases. This behaviour is expected due to the trade-
off between sensitivity and dynamic range and will be explained in section 4.3.2. The size
of the LGS acts as a kind of spatial modulation, which increases the dynamic range of the
sensor. This effect is visible in the simulation, as the NGS saturates before and to a lower
value than the LGS (left graph in figures 4.9 to 4.13).

As the order of the KL mode increases, the dynamic range for the LGS starts getting closer
the NGS, because the equivalent modulation amplitude (normalized by the wavelength)
becomes similar to the spatial frequencies introduced by the mode (recall figure 1.15).

For all the tested KL modes, the real example profile LGS had the biggest dynamic range.
This can be explained as because it had more samples that were not in focus, the spot size
of the whole LGS was bigger, therefore it had a bigger equivalent modulation amplitude,
increasing the dynamic range.

For the linearity, the NGS does not introduce measurement errors grater than the fitting
error, meaning that it always operates in the linear regime. For the LGS, the two profiles
have different behaviours, with the Gaussian LGS having in average a linear region two to
three times bigger than for the real example profile. This can be explained as the sensor
might have been saturated due to the high focus coefficient of the real example profile
LGS, therefore interfering with its measurements.

As the structure of the sodium layer is dynamic, it means that the conditions of operation
for the LGS are constantly changing. For this reason, a static approach to the control
operation is not recommended. Instead, the loop gain, leak factor and if possible the
optical gains should be updated in real time to optimize the operation.
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4.3 Sensitivity losses

4.3.1 LGS sensitivity maps

As the propagation has to be incoherent for every sample of the LGS, it was possible to
observe the sensitivity for each sample independently. For this, the same toy model of the
LGS was used, to see how the sensitivity evolves with it’s structure. Figure 4.16 shows
tree examples for different KL modes.

Figure 4.16: Normalized sample sensitivity for KL modes 5 (top left), 50 (top right) and 250
(bottom). The normalization is such that the central point has sensitivity equals to one, with the
purpose of compearing the drop in sensitivity for the samples of the LGS compared to a NGS

From figure 4.16 it’s possible to observe that for low order KL modes (i.e. low spatial
frequency), the pyramid is only sensitive for the samples that are in the center of the LGS,
and it quickly drops in sensitivity for the points that are away from it. Then, for higher



84

modes, the pyramid starts to increase it’s sensitive area.

From the top right graph in figure 4.16 it’s clearly visible that the pyramid is more sensitive
in the edges (yellow cross shape in the LGS), which is in concordance with literature.
Also, it is possible to see that for the points near the central layer (at 90 km), the sensitivity
drops quickly as we go further away radially, but for the points in the outer slices (e.g. 88
or 92 km), because of the defocus coefficient, the image of the sample on the pyramid falls
in more than one face, increasing the dynamic range for points that would be otherwise
saturated, therefore increasing the sensitivity.

As the order of the KL mode increases (bottom graph in figure 4.16), more of the LGS
starts being sensitive, which in term increases the overall sensitivity. This is because the
size of spot of the samples acts as a modulation, increasing the dynamic range, therefore
allowing more samples of the LGS to provide useful information.

4.3.2 Read out noise (RON) sensitivity

Using expression 1.48, it was possible to obtain the RON sensitivity for the NGS and the
different telescope diameters for the LGS. Results are in figures 4.17-4.20.
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Figure 4.17: Horizontal frequencies RON sensitivity for the NGS and the different telescope
diameters for the LGS.
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Figure 4.18: Vertical frequencies RON sensitivity for the NGS and the different telescope diam-
eters for the LGS.
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Figure 4.19: first 20 KL modes RON sensitivity for the NGS and the different telescope diameters
for the LGS.
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Figure 4.20: first 400 KL modes RON sensitivity for the NGS and 8 m telescope for the LGS.

In figure 4.17 (horizontal frequencies) it is possible to observe that there is a considerable
drop in sensitivity going from an NGS to an LGS. This drop is around 95 % for the lower
spatial frequencies and 90 % for higher ones. There exists a drop in sensitivity as the
telescope diameter increases but is not as large as for the vertical frequencies. This drop
in sensitivity for horizontal frequencies may have to do with the reduced depth of field
for the bigger telescopes. This increases the horizontal width of the LGS, lowering the
sensitivity.

Figure 4.18 shows the impact of the elongation of the LGS on the sensitivity, as the 40
m telescope is five to ten times less sensitive than the 8 m one, and 25 to 200 times less
sensitive than the NGS.

In the KL modes, the first two are tilt and tip. Looking at figure 4.19, it is possible to
observe that, for the LGS, these have different sensitivities, and as the telescope diameter
increases, this difference becomes even greater (Tip and Tilt modes are not corrected by
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using LGS, but it serves as a form to check if the results make sense). This has to do
with the horizontal and vertical natures of these modes, making the Tip mode less and less
sensitive than the Tilt mode as the telescope diameter gets larger.

From figure 4.20 it is possible to observe that the sensitivity for the NGS reaches a plateau
at approximately KL mode 50 due to the presence of modulation, and that the sensitivity
for the LGS seems to remain stable at 0.1, meaning that, at best, the sensitivity is five
times lower than for a NGS. This difference in sensitivity can be expressed as an increase
in equivalent magnitude using equation 1.45. Assuming the same detector and optical
setup, the loss in sensitivity when correcting the first 400 KL modes corresponds to an
increase in observing magnitude of 2.3 for an 8 m telescope (e.g. a 12.3 magnitude NGS
would produce the same error due to RON as a 10 magnitude LGS).

Then, looking at figures 4.17 - 4.19, the ratio in sensitivity between the different telescope
diameters remains approximately constant, therefore its assumed that the 40 m telescope
will always have around 7 times less sensitivity than the 8 m telescope. Equation 1.45 has
also the number of photons as a parameter. A 40 m telescope will theoretically grab 25
times more photons from the same source than an 8 m one (this will be probably lower
due to the central obstruction, but the number is within the order of magnitude). Plugging
this into equation 1.45 a loss in equivalent magnitude can be computed. The approximate
loss in equivalent magnitude when using an LGS with a 40 m telescope is 0.9, lower than
for the 8 m telescope. This result suggest that a 40 m telescope would be less affected by
RON.

4.3.3 Photon noise sensitivity

Using expression 1.49, it was possible to obtain the photon noise sensitivity for the NGS
and the different telescope diameters for the LGS. Results are in figures 4.21-4.24.
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Figure 4.21: Horizontal frequencies photon noise sensitivity for the NGS and the different tele-
scope diameters for the LGS.
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Figure 4.22: Vertical frequencies photon noise sensitivity for the NGS and the different telescope
diameters for the LGS.
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Figure 4.23: first 20 KL modes photon noise sensitivity for the NGS and the different telescope
diameters for the LGS.



93

Figure 4.24: first 400 KL modes photon noise sensitivity for the NGS and 8 m telescope for the
LGS.

Similar to the RON sensitivity, it is possible to observe in figures 4.21 and 4.22 that there
is a 90 to 98 % drop in sensitivity when using LGS in comparison to an NGS for an
8 m telescope, and even higher for a 40 m telescope. Using the results from the 400
KL modes tested and equation 1.45, it is possible to compute that the loss in equivalent
magnitude due to photon noise is 4.6 for a 8 m telescope. Using the same logic as before,
assuming a constant ratio between the 8 m telescope sensitivity and the 40 m sensitivity,
the loss in equivalent magnitude when using a 40 m telescope and an LGS is 5.3 (e.g. a
14.3 magnitude NGS would produce the same error due to photon noise as a 9 magnitude
LGS). As photon noise usually is the limiting contribution to the error budget when using
LGS, this loss in observing magnitude is a loss in limiting magnitude.

This overall drop in sensitivity has led other scientists to develop new wavefront sensors
specially design to deal with the elongation of the LGS (Ragazzoni et al., 2018).
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4.4 Closed loop operation

Doing several test varying the control parameters, the best results were obtained with

loop gain = β = 0.4

leak factor = α = 0.95

Using these parameter for all of the configurations, closed loop tests were performed for
low and high wind situations. The loop was closed after 20 iterations. Figure 4.25 shows
an image of an uncorrected star affected by atmosphere, which was the starting point for
all of the closed loop test.

Figure 4.25: Square root scale image of an uncorrected image of a star

4.4.1 Without noise

The parameters used for the closed loop with out noise were

• Telescope diameter: 8 m



95

• r0: 0.25 m

• Field of View for the guide star: 10 x 10 arcsec

4.4.1.1 Low wind

For the low wind situation, the weighted wind speed can be obtained using OOMAO. With
this, the coherence time for the phase can be computed using expression 1.41.

τ0 = 10.8ms (4.4)

As the system runs at 500 Hz, the delay time is 2 ms, therefore the temporal error should
not affect as much the residual phase.

Figure 4.26 shows the evolution of the Strehl ratio for low wind conditions. Figures 4.27
and 4.28 show the evolution for the residual phase. Fitting error was included to observe
the limiting error on the correction.

For each iteration of the control loop, a “science” star gets propagated through the atmo-
sphere and corrected by the DM. Figure 4.29 shows images of the corrected “science”
star for low wind conditions using NGS, Gaussian LGS and real example profile LGS.
Point source calibration was used for the three cases and optical gains were updated for
the LGS’.
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Figure 4.26: Strehl ratio evolution in closed loop for the NGS and the two cases for both LGS for
low wind condition. The loop was closed in frame 20.

Figure 4.27: Residual phase RMS in closed loop for the NGS and the two cases for both LGS for
low wind condition.
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Figure 4.28: Residual phase RMS close up in closed loop for the NGS and the two cases for both
LGS for low wind condition.

Figure 4.29: Square root scale image of corrected “science” star in low wind condition using
point source calibration (and updated optical gains for the LGS’). From left to right the images are
for AO systems using NGS, Gaussian LGS and real example profile LGS

From figure 4.26, it is possible to observe that the SR increased from 1% to up to 60 %
when using the NGS and between 45-55% for the LGS. The NGS had a better perfor-
mance than any of the LGS cases. This might be explained as the error introduced in the
measurements for the NGS are lower than for the LGS, and when achieving high levels of
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correction, small errors in phase can have an effect on the SR.

For the LGS’, the Gaussian profile LGS had a similar behavior for both calibrations and
had a better performance than the real example profile one. This difference might come
from the fact that the structure of the real example profile introduces more measurement
errors than the Gaussian profile.

The fact that it is possible to close the loop for both LGS’ using a complete point source
calibration indicates the possibility of using the pyramid for laser guide star wavefront
sensing. Even for the real profile the loop showed a good level of correction, meaning that
it is possible to update the optical gains to optimize the reconstructor for the profile of the
sodium concentration on the atmosphere.

From figures 4.27 and 4.28, it is possible to observe that fitting error is probably what is
limiting the correction for the NGS and Gaussian LGS, but for the real profile LGS the
non-linearities can also limit its performance.

Figure 4.29 shows the PFS’ obtained for the “science” star for the three most important
scenarios (Elongated source calibration would be too difficult to obtain in laboratory or
telescope conditions) in low wind conditions.

For the AO using NGS (left image in fig. 4.29), Airy disks are clearly visible, meaning
that diffraction limit was achieved. Also, it is possible to observe that there is a dark
disk surrounding the star. This disk comes from the fact that only 400 KL modes are
used for the reconstruction, and the radius of the disk is proportional to the highest spatial
frequency that is being corrected.

For the AO using the Gaussian LGS, Airy disks are visible (center image in fig. 4.29), but
there is a asymmetrical shape in the correction of the star. This may come from the fact
that the reference intensity used came from a point source calibration (left image in figure
3.5), instead of an elongated one (left image in figure 3.10). This difference in reference
intensity can introduce mainly tip, tilt and focus, but as those aberrations are large, the
sensor can saturate and introduce non-linearities.

For the AO using the real example profile LGS, Airy disks are barely visible (right image
in fig. 4.29). The central spot is well defined, but there are speckles in the image that
may interfere with, for example, the determination of the presence of a companion. This
implies that the structure of the LGS can limit the resolution and contrast of the image.
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4.4.1.2 High wind

For the high wind situation, the weighted wind speed can be obtained using OOMAO.
With this, the coherence time for the phase can be computed using expression 1.41.

τ0 = 6ms (4.5)

The 2 ms delay now might be comparable to the coherence time, therefore the expected
residual error can be obtained as the geometric sum of the fitting error and the temporal
error

σ2
high−wind = σ2

fitting + σ2
τ (4.6)

Using the obtained values from the simulation, the expected residual error is

σhigh−wind = 98nm (4.7)

Figure 4.30 shows the evolution of the Strehl ratio for high wind conditions. Figures
4.31 and 4.32 show the evolution for the residual phase. Fitting and temporal error were
included to observe the limiting error on the correction. Figure 4.33 shows images of
the corrected “science” star for high wind conditions using NGS, Gaussian LGS and real
example profile LGS. Point source calibration was used for the three cases and optical
gains were updated for the LGS’.
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Figure 4.30: Strehl ratio evolution in closed loop for the NGS and the two cases for both LGS for
high wind condition. The loop was closed in frame 20

Figure 4.31: Residual phase RMS in closed loop for the NGS and the two cases for both LGS for
high wind condition.
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Figure 4.32: Residual phase RMS close up in closed loop for the NGS and the two cases for both
LGS for high wind condition.
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Figure 4.33: Top row: Square root scale image of corrected “science” star in high wind
condition using point source calibration (and updated optical gains for the LGS’). From left to
right the images are for AO systems using NGS, Gaussian LGS and real example profile LGS.
Bottom row: corresponding image of science star for low wind conditions for comparison

From figure 4.30 it is possible to observe that now the NGS is not the best performing of
all the cases, but its behaviour is similar than to the LGS. This can be explained as the
NGS may be working in saturated conditions, meaning that its gain is lower. This lower
gain in term affects the steady state correction, making it similar to the LGS cases.

The real example profile LGS with elongated source calibration had a strange behaviour,
having the lowest SR from all the cases. Reasons for this could not be found, but may
have to do with a specific arrange in phase that particularly affects the measurement for
that profile of the LGS. Longer simulations can be used to see if this is a persistent effect,
or just a coincidence.

From figures 4.31 and 4.32 it is possible to observe that the expected residual phase is
similar to the simulated one, with four out of the five cases having a similar behaviour.

Figure 4.33 shows the PFS’ obtained for the “science” star for the three most important
scenarios in high wind condition and low wind for comparison.
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For the AO using NGS (left image in fig. 4.33), Airy disks barely visible, meaning that
diffraction might not being achieved. The central spot is well defined, but again speckles
might cover the presence of a companion.

For the AO using the Gaussian LGS, Airy disks also barely are visible (center image in
fig. 4.33). Whats interesting is that the level of correction is similar to that of the NGS
and also the real profile LGS, meaning that here the extra dynamic range of the LGS is
compensating for the errors introduced in the measurement, meanwhile for the NGS the
saturation acts as a gain less than one, deteriorating the correction for the rapidly changing
phase due to the high wind.

Again we see that the loop was successfully closed using the point source calibration for
the LGS, reassuring the possibility of updating the optical gains to optimize the recon-
structor and allowing the use of PWFS to be used with LGS.

4.4.2 With noise

Similar tests as before where conducted, but this time photon noise was introduced to
the system. To do this, different magnitude stars where used as the guide star and the
cumulative SR from the run was recorded.

The parameters used for the closed loop with noise were

• Telescope diameter: 8 m

• r0: 0.15 m

• Field of View for the guide star: 10 x 10 arcsec

• Guide star magnitude range: [5, 17]

With an r0 = 0.15m, the fitting error allows for a correction of SR of around 40 %. The
results of the closed loop with noise can be observed in figure 4.34
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Figure 4.34: SR evolution with magnitude and wind speeds for NGS, LGS with elongated source
calibration and LGS with point source calibration.

Looking at figure 4.34 it is possible to observe that for every wind condition and for
low magnitude value (near 5) all of the test cases have similar performances. But, as the
magnitude of the guide star increases, the LGS starts lowering the quality of the correction
before the NGS due to its lower sensitivity to photon noise. Recalling what was obtained
in the sensitivity section, an 8 m telescope using a LGS had a lower limiting magnitude
(where the SR starts dropping), 4.6 less than when using an NGS. Now, comparing that
result with what was obtained in the closed loop operation, it is possible to observe that the
difference in limiting magnitude is between 4 and 5, meaning that the prediction using the
sensitivity was correct. Extrapolating to a 40 m telescope, the drop in limiting magnitude
should be approximately 5.3.

For the Single Conjugate Adaptive Optics (SCAO) system for the Harmoni instrument that
will be installed on the ELT, it is expected to have measurements of the wavefront error
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with an accuracy better than 100 nm at magnitudes less than 12 (using a NGS) (Thatte
et al., 2016). If they were to use a LGS, to achieve the same level of correction a 6.7
magnitude source should be used, which may not be feasible.

This loss in sensitivity may be a reason not to use the pyramid wavefront sensor when
using LGS for the new generation of extremely large telescopes. Other alternatives should
be considered, ideally ones that take into account the 3D nature of the LGS, such as the
Ingot wavefront sensor or other tilted alternatives.
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5. CONCLUSIONS

5.1 Conclusions

This work presented an extensive study of the performance of the pyramid wavefront
sensor using LGS. For this, optical gains were computed, finding that it was possible to
go from a point source calibrated interaction matrix to an interaction matrix optimized
for reconstructing the signal coming from a LGS. This proves to be very useful, because
building a point source calibration unit for a telescope is much easier than building an
elongated source calibration, that also takes into account the structure of the sodium layer.
The possibility to go from one matrix to another means that is feasible to optimize in real
time the reconstructor to the dynamic shape of the elongated spot generated by the LGS.

In terms of linearity, it was found that the NGS can work in linear range much longer than
the LGS. This means that for good sky conditions, NGS will have better results than LGS.
On the other hand, dynamic range proved to be higher for the LGS, which was expected
as the spot elongation acts as a kind of modulation.

If photon noise is considered, NGS have an advantage due to its higher sensitivity. The
sensitivity drop for LGS can affect the signal-to-noise ratio in a similar way to an increase
in magnitude of a NGS from 4.6 for an 8 m telescope and in the order of 5 for an 40 m
one. This effect poses a constraint on the level of correction that can be obtained using a
pyramid with LGS.

When performing closed loop operations without noise (or equivalently using a bright
source), it was possible to observe that for good sky conditions the NGS performed slightly
better than the LGS, but for poorer sky both were similar. Also, it was proven that it is
possible to close the loop for a LGS using a complete point source calibration, and that by
optimizing the optical gains the level of correction can even be similar to those of obtained
with a NGS.

Finally, when photon noise was added to the closed loop, the difference in limiting mag-
nitudes for the LGS and NGS matched the one obtained using the sensitivity analysis.
Then, extrapolating the data to a 40 m telescope and using a real instrument’s expected
performance (Harmoni), this drop in sensitivity meant that a 6.7 magnitude laser guide
star was needed to achieve a similar performance, which might not be feasible in reality,
meaning that the pyramid wavefront sensor might not be the best alternative for the new
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generation of extremely large telescopes.

This drop in sensitivity has led other scientists to develop new wavefront sensors specially
design to deal with the elongation of the LGS.

5.2 Future work

5.2.1 Convolutional model

The convolutional model (Fauvarque et al., 2019) is an approximation for the computation
that allows to obtain the measurement for the pyramid using the convolution of the phase
with an impulse response (IR). For this work, I had to propagate every sample of the LGS
for every iteration, taking hours or even days to compute some of the graphs. Instead,
using the convolutional model it would be necessary to propagate each sample only once,
and using the LGS PSF to compute the IR. Then, the measurement of the pyramid can
be obtained by convolving the IR with the phase, which can be achieved using only two
FFTs, speeding up the computation several thousand times. This was not used in this work
because it is not well known if this model works with LGS.

5.2.2 Laboratory tests

Using the spatial light modulator approach to the LAM/ONERA on-sky pyramid sensor

testbed (LOOPS) (Janin-Potiron et al., 2019) it might be possible to perform laboratory
tests using a real glass pyramid. Using a fast tip/tilt mirror, a deformable mirror, and a
long exposure of the detector, it is possible to generate the shape of the LGS. This would
provide useful information, allowing the cross check with real data.

5.2.3 Other WFS

Another interesting wavefront sensor to study is the Shearing interferometer. As men-
tioned in the sensitivity section, as the samples of the LGS get further away from the
center near the focus layers, sensitivity drops quickly. Using a repeating phase mask, it
is possible to generate a translation invariant Fourier filter that acts as a Shearing interfer-
ometer. This would recover much of the lost sensitivity. Also, this mask could be tilted to
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account for the elongation of the LGS, improving the sensitivity even more.
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